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1. Introduction

During more than 30 years, intensive research has
been devoted to organic conductors and superconduc-
tors. The main reason for this constant interest is
certainly the large number of attractive results found
over this long period of time. Several important steps
can be emphasized. In the sixties, the synthesis of
mixed valence planar platinium compounds such as
KsPt(CN)Brj 5:3H;0O (often abbreviated as KCP)!
revealed the importance of one-dimensional effects
and the study of the first semiconducting organic
salts incorporating the tetracyanoquinodimethane
(TCNQ) molecule? demonstrated the possibility of
preparing semiconducting organic solids. These ma-
terials are anion radical salts of paramagnetic TCNQ.
Later, the synthesis of the tetrathiafulvalene (TTF)
and other donor molecules allowed chemists to pre-
pare both cation radical salts and charge-transfer
salts incorporating cation and anion radicals in the
same structure. In 1973, the synthesis of the first
organic metal, TTF-TCNQ was reported.>* Finally,
the discovery of organic superconductivity in the
tetramethyltetraselenafulvalene (TMTSF) series®®
was the starting point for a very active period where
a large number of new materials based on TTF or
TSF derivative molecules was synthesized.”

For each of these steps, Electron Spin Resonance
(ESR) has played a major role. This can be easily
understood if one realizes that ESR is observable in
most of the organic conductors while very few “ordi-
nary” metals show detectable ESR signals, even at
low temperature. Indeed, this feature results prin-
cipally from the electronic low dimensionality of these
systems which controls the spins relaxation pro-
cess.?9 As shown in the present review, this tendency
is even reinforced by the fact that most organic
molecules only contain light chemical elements for
which the effect of the spin—orbit coupling on the
ESR line width remains small. As a matter of fact, a
commercial ESR spectrometer operating in X-band
(~ 9.3 Ghz) is usually sufficient to study organic
conductors, even on small single crystals. For this
reason, electron spin spectroscopy is certainly a major
probe to investigate the paramagnetic state of organic
conductors. Moreover, the resonance signal can be
still accessible when a magnetic order is present. This
spectroscopy becomes hence an important tool to
probe different magnetic ground states and, in par-
ticular, the antiferromagnetic (AF) state, most com-
monly found in organic salts. We will also see that a
characteristic signature of the superconducting state
can be obtained from ESR. For this reason, this
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review will be divided into three parts: (i) a review
of ESR studies in the paramagnetic state, following
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the main steps of the research on molecular conduc-
tors. For clarity, we will also include in this part the
description of other electronic ground states for which
no internal magnetic field is present. This is for
example the case of diamagnetic ground states
observed in Spin-Peierls phases or in TCNQ salts
exhibiting triplet excitons; (ii) a presentation of the
electronic resonance studies in magnetically ordered
states exhibiting internal magnetic fields, in particu-
lar to describe antiferromagnetic resonance (AFMR);
(ii1) a short description of the ESR in superconducting
states. Each of these three parts will be introduced
by a brief summary of the theoretical arguments
essential to understand the experimental results.

Because of the impressive number of published
papers, it becomes extremely difficult, at least for
ESR studies in the paramagnetic state, to give an
exhaustive description of the literature. We have
rather focused our review on selected topics to
emphasize the information obtained from ESR. For
the same reason, we have limited our report to
materials where the spin is located on an organic
center. Finally, we have also included data concern-
ing fullerene salts to emphasize the analogy with
other molecular conductors. A recent review is avail-
able for readers interested by a more general pre-
sentation of fullerene salts.!°

2. Electron Paramagnetic Resonance (EPR)

2.1. Basic Ideas

The development of microwave techniques during
the Second World War led in 1945 to the first
observation of electron spin resonance. In 1952, the
paramagnetic resonance absorption in a metal has
been observed for the first time by Griswold, Kip and
Kittel.!! A typical EPR resonance absorption is shown
in Figure la. Apart from the detailed analysis of the
line-shape, three main characteristics can be deduced
from this signal:

e the resonance field corresponding to the maxi-
mum of the absorption;

e the line width which should be analyzed in
relation with the spin relaxation process;

o the area below the absorption signal which is
proportional to the number of spins and therefore to
the static (spin) susceptibility. This characteristic, not
specifically obtained from the EPR (it can also be
deduced by static measurements), will not be dis-
cussed in this paragraph.

We will thus successively discuss the determination
of the resonance field and the theory of the line width.

2.1.1. The Resonance Condition

To deduce the resonance condition, a classical
approach can be used, ignoring the relaxation pro-
cess.!?2 Consider an electron of angular momentum
AS, its magnetic moment is M = —y AS = —gupS (S
is in units of A, y. is the magnetogyric ratio, ug is the
Bohr magneton equal to |e|hi/2mc in CGS units). For
this free electron (i.e., for a spin 1/2 in a vacuum),
quantum electrodynamics shows that the g factor is
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Figure 1. (a) Microwave absorption line. Hj is the applied
magnetic field and p the microwave absorption. (b) Detec-
tion of the resonance signal using a lock-in technique: the
applied field is modulated at a given frequency (x axis),
the corresponding modulated signal (y axis) is then ampli-
fied. (c) Derivative of the absorption signal obtained from
the lock-in technique. (d) Typical Dysonian resonance line.

2.0023. The starting point is then the dynamic
equation of S in an applied magnetic field H:

ds _
hdt_MXH 1)

To realize the experimental setup, the applied field
should be the sum of a static field (Hy) applied along
the z direction and of a time dependent (Hyw)
component applied in the plane perpendicular to z.
The frequency of the microwave field for the most
commonly used X-band is about 9.3 GHz. When both
H, and Hyw are present, eq 1 becomes

From this equation, it is easy to deduce that the
equilibrium solution M., is parallel to H, whereas the
evolution of M = M — M, is readily obtained
assuming that Hyw is weak allowing the lineariza-
tion of eq 2. Therefore, the linear response of the
system is described by
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doM
dt

Taking Hyw = he“’x and OM = me'* gives

= —0M x VeHO - Meq X '}/eHMW 3)

é/—a:mx =—-Hym, 4)
and
o Ml 5
H? - %

Equation 5 shows the occurrence of a resonance when
o = ty.Hy; or hw = +gugHy. This is nothing but the
Larmor frequency introduced by Larmor in 1904.
Equation 4 gives the polarization of the mode, i.e.,
gives m, = +im, at the resonance, indicating a
circular polarization.

To conclude this presentation, let us mention that
eq 5 allows the definition of a response function also
called dynamic susceptibility

= @ = M (6)
Kax A o2
HO2 -
Ve

As no relaxation term was introduced, this suscep-
tibility diverges at the resonance. This means that
the dynamic eq 3 has a nonvanishing solution at the
resonance even when Hyw goes to zero. In other
words, the resonance frequency can also be found as
an eigenvalue of

dOM _ oM x ».H, (7a)

or, adopting a matricial representation, with 0M =
me'”, and for H, parallel to z

woly, H, 0 m,
-H, ioly, 0 m,|=0 (7Tb)
0 0 wly,|\m,
Apart from the trivial solution, = 0 (which corre-
sponds to m along z), we find w = +y.Hy and m, =
+im,. This is in fact the most direct way to obtain
the resonance frequency and the mode polarization.
As we will see in section 3, this matricial method can
be generalized to find the characteristics of the
resonance in the presence of a magnetic order.

The previous conclusions can also be obtained from
a quantum mechanical description. In that frame, the
static magnetic field Hy, removes the degeneracy
between the Zeeman sublevels corresponding to the
different mg values. The microwave field causes
transitions between these sublevels and the transi-
tion probability has a sharp maximum when the
resonance condition is satisfied.

2.1.2. g-Factor Theory Applied to Molecular Conductors

In organic conductors, like in any solid, the g factor
becomes a second-rank tensor. The specificity of these
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Table 1. Selection of Single Crystal g Values along the
Principal Magnetic Directions®

Zmin Sint Smax ref

TCNQ 2.0020 2.0027 2.0032 82, 169b
TTF 2.0020 2.0074 2.0145 108, 115
TMTTF 2.0021 2.0090 2.0110 82

tTTF 2.0022 2.0070 2.0100 145
DMCTTF 2.0020 2.0085 2.0105 190
BCPTTF 2.0023 2.0079 2.0118 188
BEDT-TTF (a) 2.0023 2.0067 2.0116 221

(b) 2.0020 2.0065 2.0145 208
TMTSeF (c) 1.994 2.036 2.047 129

(d) 1.989 2.027 2.043 129
DMCTSeF 1.995 2.037 2.042 190

2 In the BEDT-TTF and TMTSeF case, the weak effect of
the radical environment is shown, comparing two different
salts: (a) (BEDT-TTF);AsFs, (b) (BEDT-TTF) " (RegSesClg) -
(CsH70ON)g, (¢) (TMTSeF):NOs, (d) (TMTSeF),PFs. Note also
that the substitutions on the TTF backbone to obtain TMTTF,
tTTF, DMCTTF, or BEDT-TTF have a small effect on the g
eigenvalues, the largest effect being found for gma.x (this is
particularly true in the BEDT-TTF series).

organic materials lies on the fact that the three
components of this tensor are always close to the free
electron value. The molecular & orbitals of these
radicals are usually built by the linear combination
of p, orbitals (mostly of carbon and chalcogen atoms)
although there is a significant contribution of d
orbitals when selenium is present.!31415 In that case,
the components of the g tensor can be obtained by a
perturbation theory, following the A. J. Stone’s
theory!216

IZJUO|Cylot,u|wn[|:ﬁlyn|low|1/)0[|
v En - EO

Bua =8e — 2)
nou

)

where o = x, y, or z, g. is the free electron value,
is the molecular orbital which is single occupied
molecular orbital (SOMO), and 1, denotes one of the
doubly occupied or unoccupied orbitals. Ey and E, are
the energies of these orbitals, §, is the spin—orbit
coupling for the atom « and /[y, is the a component of
the orbital angular momentum operator for the atom
u. Equation 8 shows that the g tensor is essentially
in that case a characteristic of the radical ion.
Eigendirections can be deduced from the molecular
symmetry, whereas corresponding eigenvalues reveal
the nature of the molecular orbitals. For example,
for a planar molecule like TTF, eigendirections are
respectively along the short and long axis of the
molecule and perpendicular to the molecular plane.!”
In this latter case, the molecular orbitals being
obtained as a linear combination of p, atomic orbitals
of C and S atoms, the corresponding eigenvalue
remains very close to g. (see Table 1). On the other
hand, the molecular orbitals of the selenium analogue
(TSF) incorporate Se 4d orbitals leading to three
eigenvalues significantly different from g..

Finally, as rotation patterns are often taken on
single crystals, we should note that rotating the
applied magnetic field in a given plane, the theoreti-
cal g value variation is very simple. Let us call (x, y,
z) the eigendirections of the g tensor. When the static
magnetic field is applied along the unitary vector u
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= (ux, Uy, U,), general algebra on second rank tensors
gives

g, = Vgl g u?+g (92)

However, considering that eigenvalues of the g tensor
remain very close to 2, an approximate expression
can be used

gu = gxuxz + g‘yu_y2 + gzu22 (gb)

This result indicates that rotation patterns in any
plane will give a cos?(0) dependence. For example,
for u, = cos(6), u, = sin(f), and u. = 0, one obtains

g(0) = g, cos™(0) + g, sin() =
g, + (g, — g,) cos’(6) (9c)

2.1.3. Introducing the Spin Relaxation

To account for the finite line width of the resonance
signal, it is necessary to consider relaxation effects.
This means that eq 2 should be generalized. A first
macroscopic approach was proposed in 1946 by Felix
Bloch'®

z Meq z
=—-MxyH), +—7—
Tl

7 (10a)

and, for oo = x or y

dM,, M H M,
dt - ( X ’}/e )(l TZ

(10b)
Equations 10a and 10b are known as the Bloch
equations. T'; and T are respectively the spin—lattice
and the spin—spin relaxation times. The key assomp-
tion in the Bloch equations is that the magnetization
decays exponentionally to reach the equilibrium.
From these equations, the dynamic susceptibility and
therefore the shape of the absorption EPR signal can
be deduced. Far from the saturation, i.e., for weak
applied microwave fields, the microwave absorption
can be written!?

IO
(@) = (11)
P 0 = 0 + (UT,)?

i.e., a Lorenztian line with a 1/T line width, still
centered at wy (at the Larmor frequency). Note that
the corresponding line width in field units becomes
1/y.Ts. It should be noted that the Lorenztian fre-
quency dependence can be deduced after a Fourier
transform from the time dependence of the spin—spin
correlation function which as expected decays expo-
nentially.

A more detailed analysis requires a microscopic
description of the spin relaxation process. The inter-
action of a given spin with its environment can be
described as a time dependent local magnetic field.
This fluctuating field is responsible for the electronic
spin relaxation. One important aspect of the problem
in metals is motional narrowing, i.e., the effect of the
motion of the spin on the resulting line width.?
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Another important parameter is the nature of the
dominant spin relaxation process. This question is
well documented in traditional metals where the
spin—lattice coupling is dominant. The scattering
Hamiltonian induces transitions between electronic
states of different momentum with or without spin-
flip. Both processes are simply related and this
implies a simple law, called Elliot relation?’

1 _ 2 -1
Fz =(Ag)r (12)

where 7 is the electron relaxation time also measured
by the electrical resistivity and Ag = g — ge. There-
fore, when the Elliot relation is followed, the EPR
line width is proportional to the electrical resistivity.
At this point, three additional remarks should be
made. First, although the above description of the
resonance (eq 11) suggests to use frequency scans, it
is experimentally easier to fix the frequency (for
example 9.3 GHz for X band) and to realize scans of
the magnetic field Hy. Moreover, as the detection of
the resonance signal uses a lock-in technique (H is
modulated as shown in Figure 1b) the derivative of
the absorption signal is obtained (Figure 1c). These
technical points explain why the line width (AH) is
most commonly given as the peak to peak value of
the derivative signal, in magnetic field units. Finally,
it should also be noted that skin effect in highly
conducting materials modifies the EPR line-shape.
In that case, a Dysonian line is observed (Figure 1d)
with an asymmetry (A/B) related to the electrical
conductivity of the material.??2

2.1.4. EPR Linewidth of Low-Dimensional Systems

The situation in organic conductors may be differ-
ent from that in 3D metals. Several examples given
in the following will show that the Eliott relation is
usually not satisfied for organic conductors. For
example, the temperature dependence of the EPR
line width and electrical resistivity may vary in
opposite ways. The reason is the singular topology
of the 1D Fermi surface which is reduced to two
points, imposing that both forward and backward
scattering do not give spin relaxation.® Then, some
departure from strict one-dimensionality is necessary
to obtain a finite EPR line width and the role of
interchain electron tunneling is crucial. Several
empirical generalizations of the Elliot relation have
been suggested,®?324 but the quantitative analysis of
the EPR line width of organic conductors remains
difficult. The effect of low dimensionality has been
extensively studied for magnetic insulators. In nearly
one-dimensional systems “inhibited-exchange nar-
rowing” is predicted and observed.?® In that case, the
transverse magnetization decays no longer as an
exponential but as exp(—(t/7)*2). The line shape is
then intermediate between a Gaussian and a Lorent-
zian and the anisotropy of AH does not follow the
cos? 0 dependence predicted by the standard theory.
Instead, a |3 cos? § — 1|*3 dependence is found.
Similar arguments have been used for organic con-
ductors. Motional narrowing results of the fluctua-
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tions of the dipolar field seen by a spin moving from
site to site. This process is less efficient in quasi-one-
dimensional systems and the EPR line width can be
either dipolar or spin-phonon according to the mag-
nitude of the interchain coupling. Therefore, non-
Lorentzian line-shapes can also be observed in strongly
anisotropic organic conductors.?® Several experimen-
tal confirmations of this singular behavior have been
reported.27.26.29.30

2.1.5. Composite EPR Signals

Several magnetic nonequivalent species may co-
exist in a single crystal. This is the case when several
orientations of the same radical are present in the
crystal structure but also when a donor and an
acceptor (each of them bearing a spin) coexist. In
these situations, the EPR signal results from all
individual magnetic species. Two extreme cases
should be considered depending on the magnitude of
112, the hopping rate between the two nonequivalent
species:

e two separated signals should be observed in the
“weak coupling limit”, i.e., when v15 << |v1 — vg|, where
v; is the Larmor frequency of the species :.123! This
situation can easily be observed for quasi-1D struc-
tures if the magnetic species are located on different
chains and if the interchain hopping rate is weak.
This is the case for TTF halides? or for several TCNQ
salts, as described in the next sections.

o A single EPR line is observed in the “strong
coupling limit”, when v12 > |v; — v9|, with a g factor
and a linewitdh which are the result of a weighting
between the characteristics of each magnetic spe-
cies,'23! namely

g=ag; + (1 —og, (13a)
and
1 1 1
— =07+ 1 - )7 (13b)
T, Ty, Ty,

s

where g; and T, are the intrinsic characteristics of
the species i, and oo = y1/(y1 + x2), where y; is the spin
susceptibility of the species i. This kind of behavior
will be described for TTF-TCNQ and related com-
pounds in section 2.3.

Moreover, EPR experiments are sometimes per-
formed on powder samples. In that case, even if there
is a single molecular orientation for a single crystal,
the powder spectrum is necessarily an average on all
the possible field orientations. A complex signal is
generally obtained as both the g factor and line width
are dependent on the field orientation. Examples of
powder spectra are given in Figure 2.

In the cases shown in Figure 2, single-crystal EPR
measurements give Lorentzian signals and the struc-
ture of the powder signal should not be interpreted
as resulting from the presence of several nonequiva-
lent magnetic species in the material. This last
remark emphasizes the importance of single-crystal
EPR measurements providing simpler discussions of
the experimental results.
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Figure 2. (left) Powder EPR spectrum of TTF-TCNQ at
room temperature and (right) powder EPR spectrum of
(TMTTF),SCN at room temperature. Solid lines are cal-
culated spectra obtained from single crystals data. It is
worth noting that the structure of the resonance line is
emphasized when the line width for a given orientation is
of the same order or even smaller than AH,, average of
the variation of the resonance field during a rotation of the
crystal (as it is the case for (TMTTF),SCN). (C. Coulon,
unpublished results).

2.2. Early Studies of TCNQ Salts

A large number of organic salts incorporating
TCNQ have been prepared.?2 For some of them, the
TCNQ radical anions are organized into stacks,
which can be mixed or segregated, regular or com-
posed of diads, triads, etc. The general trend in these
materials is to observe a semiconducting behavior.
This characteristic can be explained considering the
importance of on-site Coulomb interactions, at least
of the same order of magnitude as the one-electron
bandwidth. The resulting electron localization is even
reinforced by the low dimensionality of these com-
pounds.

2.2.1. Triplet Exciton in TCNQ Salts

Many TCNQ salts have a singlet (i.e., nonmagnetic)
ground state. As a consequence, the magnetic sus-
ceptibility is activated and the EPR signal has been
attributed to a thermally accessible triplet state.32734
After this pioneer work of Chesnut et al., a large
number of results have been obtained in various
TCNQ or related salts.?*757 Rather than localized
triplet states, the magnetic excitations should be
described as triplet excitons delocalized over several
TCNQ molecules. As a consequence, the triplet spin
density sees a randomly changing nuclear spin
environment and no hyperfine structure can be
observed. In this case, a specific EPR signal composed
of three lines is observed in an intermediate range
of temperatures. The intensity of the two side-lines
decreases at low temperature, whereas the whole fine
structure collapses into a single narrow line at high
temperature. This typical evolution of the EPR signal
is illustrated in Figure 3.

To understand these spectra, let us introduce the
effective spin Hamiltonian relevant for a triplet state,
ignoring the hyperfine interaction

H = ugS-g-H+ D(S,> — 8%3) + ES,> - S,
(14a)

Coulon and Clérac
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Figure 3. Temperature dependence of triplet exciton EPR
spectra in a single crystal of (TEA)TCNQ); for an arbitrary
orientation, showing the collapse of the fine structure. The
sweep, but not the gain, is the same for all five spectra.
Adapted from ref 48.

where D and E are the dipolar splitting parameters.
The last two terms can be written in a tensorial form,
introducing the dipolar splitting tensor A

H=pusS-g-H+ S-A-S (14b)
The presence of the dipolar splitting tensor implies
that the degeneracy of the triplet levels is lifted, even
in zero field. Figure 4 illustrates the effect of the
dipolar term when the magnetic field is applied along
the z direction.

The EPR spectrum is composed of two lines sepa-
rated by a field interval proportional to D. More
generally, the study of rotation patterns in the simple
planes allows the diagonalization of the dipolar
splitting tensor and the determination of D and E. A
collection of experimental data for various TCNQ
salts can be found in refs 35 and 58. Typical values
range from 40 to 150 Oe for D and from 15 to 25 Oe
for E when TCNQ molecules are organized into
chains. Larger values are found when the triplet
exciton is localized on a quasi-isolated dimer.?® The
comparison with calculations is not so simple as
calculated values strongly depend on the molecular
spin density. Moreover, the intensity of both side-
lines follows an activated law which gives the sin-
glet—triplet gap (A). If the spectrum is still detectable
at low enough temperature, the intensity difference
between these two lines gives the sign of D and E
(Figure 4). Moreover, as the dipolar term mixes the
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mg = +1
E
_ hvgy
S=1 mg=0
hvy
A mg=-1
S=0 |
(a) A

Figure 4. Effect of the dipolar term on the EPR spec-
trum: (a) when D = 0, a single resonance line is observed
and (b) when D > 0 a set of two resonance lines is observed
separated by 2D/gugs. A similar effect would be observed
for D < 0, with the strongest line at low field. Note that
for clarity the splitting due to the D parameter has been
exaggerated in (b).

mg = +1 and mg = —1 sublevels, a weak signal, due
to the previously “forbidden” Amg = 2 transition, is
predicted and observed at approximately half of the
resonance field.?3

The above simple description explains the existence
of two resonance lines but does not account for the
central one shown in Figure 3. This so-called “impu-
rity signal” has been found in many TCNQ salts®®
with the typical g value of the TCNQ anion. This
central signal can be usually decomposed into two
lines presenting different temperature behaviors.3®
One of them follows a Curie law, indicating isolated
magnetic centers while the intensity of the other is
thermally activated, with an activation energy smaller
than A. To explain this difference, a contribution of
solitons has been invoked.5°

In several materials, the complex crystal structure
implies independent orientations of the TCNQ ions.
The result is the presence of several pairs of exciton
lines and of complex rotation patterns. However,
these lines are usually separated and EPR becomes
a very powerful technique to obtain the different sets
of dipolar splitting parameters.43.58

The temperature dependence of the EPR line width
also provides information on the dynamics of triplet
excitons. They were found to be diffusive and hopping
activation energies can be deduced.?*** The dynamics
of the excitons has also been studied under pres-
sure.b!
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2.2.2. Peierls-Like Phase Transitions in TCNQ Salts

An important domain where EPR is very useful is
the detection and study of phase transitions. In
particular, considerable interest has arisen for the
Spin-Peierls transition as observed in MEM-(TCNQ)s
(where MEM stands for methyl-ethyl-morpholini-
um).®? The mechanism of this instability is directly
related to the low dimensionality of the spin network.
The name “Spin-Peierls” has been given by reference
to the so-called Peierls transition observed in quasi-
1D metal as TTF-TCNQ (see next section). Starting
from a quasi-1D model of exchange-coupled spins,
introduction of the spin-phonon coupling allows an
elastic distortion of the lattice, stabilizing a new
magneto-elastic order at low temperature.®® Starting
from TCNQ dimers, this phase transition corresponds
to a tetramerization in the TCNQ chains and opens
a gap in the spin excitation spectrum. Therefore, the
Spin-Peierls instability drives the system into a
diamagnetic ground state. The temperature-depend-
ent magnetic gap is revealed by the magnetic sus-
ceptibility and triplet excitons can be detected.545>
However, the system remains close to the uniform
limit (i.e., to a uniform stacking of dimers) and most
of the spins contribute to the central line, whereas
the dipolar splitting is fairly small. A series of parent
compounds of MEM-(TCNQ); have been studied by
changing slightly the nature of the donor molecule.5®
In particular, the phase transition observed in the
dimethyl-morpholinium (DMM) salt has been inter-
preted as a Spin-Peierls instability but with a spatial
modulation of the dimerisation order parameter.56.67
High field EPR studies also suggest the modulation
of the magnetic moment in the so-called M phase.®
Another surprising result obtained in this series of
salts is the “Schwerdtfeger effect”.6%7 This effect
appears in TCNQ salts with nonparallel chains.
These salts are in the weak coupling limit (see
paragraph 2.1.5.) and two separated EPR signals are
obtained, attributed to the two different TCNQ
orientations in the crystal. Although the total spin
susceptibility remains isotropic, individual spin sus-
ceptibilities change during rotation figures, in such
a way that the low field line in always the most
intense. As far as we know, no clear explanation of
this phenomenon has been provided.

Other structural instabilities have been observed
corresponding to diamagnetic to paramagnetic phase
transitions. Their mechanism may not be strictly
similar to the one of the Spin-Peierls instability found
in MEM-(TCNQ); even if the electronic low dimen-
sionality may be also relevant. Many of these insta-
bilities were however called Spin-Peierls or general-
ized Spin-Peierls transitions although they may be
strongly first order or occurring at high tempera-
ture.”l~7 In fact, this situation is even more compli-
cated considering that the characteristics of the Spin-
Peierls transition can be different for TCNQ salts™
and other organic conductors (see section 2.4.).76

To conclude this paragraph, let us take an example
illustrating the relevance of EPR to study this type
of electronic phase transitions. A series of ternary
compounds have been synthesized with TCNQ, iodine
and different ammonium cations.” The prototype salt
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Figure 5. Temperature dependences of line width and g
factor principal components for TMA-TCNQ-I. (Reprinted
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Figure 6. Temperature dependences of line width and g
factor principal components for IPentDMA-TCNQ-I. (Re-
printed with permission from ref 83. Copyright 1985 EDP
Science.)

is TMA-TCNQ-I where TMA stands for the trimethyl-
ammonium cation.”®” This salt presents a phase
transition at 7. = 150 K associated with a strong
electronic localization and the appearance of gap in
the spin susceptibility. At T., cristallographic data
show the condensation of a superstructure.8%8! This
structural phase transition was systematically ob-
served in the series, when changing the nature of the
cation. In a band-structure description, the periodic-
ity of the superstructure corresponds to the opening
of a gap at the Fermi level. Consequently, this phase
transition has been described as a “Peierls-like”
instability although precursors effects seen by X-ray
above T remains weak and quasi-isotropic.8283

Figures 5 and 6 present the EPR data for two
members of the series. Besides the observation of the
magnetic gap on the spin susceptibility, it is obvious
from these figures that EPR brings many more
information. For example, a clear increase of the line
width is observed when the electronic localization
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occurs at T.. In fact, the temperature behavior of the
line width is complex in the insulating phase, reveal-
ing the existence of two other phase transitions. The
locking between the charge density waves developed
on the TCNQ chains and the counterions potential
has been evoked to explain low-temperature EPR and
X-ray data.8178 An analogy can also be made between
the temperature dependence of the line width of these
salts and the one found for some TMTTF salts (SbFg
or SCN salts for example) where a charge ordering
is known to occur (see paragraph 2.4). Nevertheless,
in the present series, no clear experimental evidence
has been found to suggest such a scenario. Finally,
it should be noted that the g factor for the IPentDMA
(Isopentyl-dimethylammonium) salt becomes tem-
perature dependent at the lowest investigated tem-
peratures. As we will see in paragraph 2.4, this result
is usually the sign of magnetic fluctuations. However,
no long-range magnetic order has been found in this
series of materials. Short-range antiferromagnetic
order has also been revealed by magnetic measure-
ments in the N-methyl-phenazinium (NMP)3 or
quinolinium (Qn) salts.?5-8 In Qn(TCNQ)s, disorder
effects, most likely due to the cations, were evoked
to explain the absence of long-range magnetic order.
The low temperature dependence of the magnetic
susceptibility follows a law in 7% (with o ~ 0.8)
characteristic of a 1D random-exchange antiferro-
magnetic Heisenberg model.

2.3. TTF-TCNQ and Related Charge Transfer Salts

TTF-TCNQ and the family of charge transfer salts
obtained by different substitution of the donor or of
the acceptor molecule have been extensively stud-
ied.8”88 EPR took a large place in this study in
particular to quantify the respective role of the
different stacks. In most of these materials, EPR
experiments reveal a single resonance line indicative
of the strong coupling between stacks as seen in
paragraph 2.1.5. Experiments where two separated
EPR lines can be detected remain rare and for TTF-
TCNQ can be observed only at very low tempera-
ture.® It is worth noting that resolved EPR lines have
also be reported in HMTTF-TCNQ®*® and HMTTF-
TCNQF, (HMTTF stands for hexamethyl-TTF).9!
When a single EPR line is detected, eqs 13a and 13b
have been used to separate the contribution of the
donor and acceptor stacks.??7% Note that this decom-
position technique implies that the line width is
frequency independent as seen for TTF-TCNQ by
Tomkiewicz et al.?? Some frequency dependence of
the EPR line width has however been reported
later.1% Figure 7 shows the susceptibility decomposi-
tion for TTF-TCNQ with the contribution of each kind
of stacks and the total susceptibility which is con-
sistent with the static result.'’! These data prove that
a phase transition (described as a Peierls instability)
first involves the TCNQ stacks at about 53 K while
a gap is opened in the TTF susceptibility only at 38
K.192 This finding is consistent with the occurrence
of several successive phase transitions in this mate-
rial'®® and with the determination of the local sus-
ceptibilities of each chains from the *C Knight
shift.104
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Another important result obtained by EPR in this
series of materials is the analysis of the spin relax-
ation process. To show the relevance of the electron—
phonon coupling, an isostructural family (TSeF),-
(TTF)1-«(TCNQ) has been studied (where TSeF is the
selenium analogue of TTF).1% In this series, the EPR
line width varies from 5 to 500 Oe over the range x
= 0—1. The spin-phonon relaxation mecanism is
dominant and the line width should be proportional
to (Agp)?, where Agp is the deviation of the g factor
of the donor stack from the free electron value (the
much smaller value Ags for the TCNQ stacks has
been neglected). In fact, the strong dependence with
x is dramatically reduced by normalizing the line
width by (Agp)?. The remaining variation with x of
the normalized line width has been interpreted as
an anomalous dependence of the spin relaxation (i.e.,
of the spin-flip matrix). We will see in the next
sections that a (Ag)? term quite generally enters in
the expression of the EPR line width. In particular,
selenium compounds have broader EPR lines than
sulfur analogues. This is in agreement with eq 8
which implies that a larger Ag value is observed in
the former materials because of the large spin—orbit
coupling constant of selenium atoms.

Finally, it should be noted that many substitutions
have been tried either on the TTF or on the TCNQ
molecules to prepare new materials and to try to
stabilize a conductor down to very low temperature
or even an organic superconductor. Examples of EPR
studies can be found for HMTTF-TCNQ,%196 TMTTF-
TCNQ,%-107 HMTTF-TCNQF4,° TMTSeF-DMTC-
NQ,% and DEDMTTF-TCNQ (DEDMTTF stands for
diethyl-dimethyl-TTF) which presents a line width
angular dependence characteristic of 1D magnetic
systems.?® Note also that a comparison of EPR
characteristics of several charge transfer and ion
radical salts can be found in ref 108. Table 1 sum-
marizes the principal values of the g tensor obtained
with different anion and cation radicals. Some EPR
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Figure 8. Line width of the ESR resonance line on two
single crystals of TTTy(I3)1+s with two values of 6. Adapted
from ref 118b.

studies under pressure have also been reported for
these charge-transfer salts.24109.110

Finally, it should be noted that other charge-
transfer salts were synthesized in this period, using
different donor molecules. Typical examples are TTT-
TCNQ and TTT-TCNQ: (where TTT stands for
tetrathiatetracene)'%112 and the decomposition tech-
nique was also used to separate the susceptibility of
each stack and discuss the observed Peierls instabil-
ity.llS

2.4. Cation Radical Salts Including Bechgaard
and Fabre Salts

In the beginning of the 80s, the study of cation
radical salts became more and more important.
Several series of materials were synthesized, for
example with TTF,25114-116 TTT 117,118 TSeT119.120
(where T'SeT is the selenium analogue of TTT), or
DIPS¢, (tetraphenyldithiapiranylene).!?! Quite gen-
erally, incommensurate sublattices were observed,
due to the complex stoichiometry of these salts. A
consequence of the highly conducting state is the
existence of ESR Dysonian lines in particular in the
TTT salts.!’® As exemplified by the TTF salts, the
components of the g tensor are characteristic of the
ion radicals (see Table 1). On the other hand, the EPR
line width and therefore the spin relaxation strongly
depend on the nature of the counterions (see for
example the comparison between (TTF)2(SCN); and
(TTF)12(SeCN); in ref 116). Finally, it is interesting
to note that a specific situation occurs for some TTT
salts with peculiar stoichiometry, e.g., (TTT)o(I3)1+s,
where 0 of the order of a few percents. Figure 8
illustrates the importance of 6 on the EPR line width.
This figure also shows that EPR is relevant to
characterize the metal—insulator phase transition
observed respectively at 43 and 29 K for these two
samples.

These features seem to be closely related to
the data obtained for TMA-TCNQ-I (Figure 5) or
(TMTTF)2SCN and (TMTTF)2SbF (discussed in this
section) suggesting that some charge localization may
occur in (TTT)o(I3)1+s. If the involved mechanism is
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Figure 9. Schematic view of organic salt crystal struc-
tures. (a) Stacking observed in the TMTTF and TMTSeF
series and referred as type I in the text. (b) Strongly
dimerized structure referred as type II in the text. (c)
Magnetic description of the structure shown in (b) in the
strong coupling limit. Each dimer is described as an
effective spin 1/2. These spins are coupled by exchange
interactions /; which can be estimated from the values of
the transfer integrals shown in (b).
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a Mott—Hubbard localization, this result would il-
lustrate the importance of the stoichiometry on this
instability, as predicted by the theory.1?

Despites the high electrical conductivity obtained
for some of the materials described above, these
samples were rapidly supplanted by the cation radi-
cal salts incorporating TMTTF (tetramethyl-tetrathi-
afulvalene) or its selenium analogue, TMTSeF. These
materials were at the origin of the major break-
through in the field. By reference to the key role
played by these two chemists, the TMTTF and
TMTSeF salts are usually called Fabre salts and
Bechgaard salts, respectively. After the pioneer work
made by Wudl et al., who reported the first synthesis
of TMTTF salts,!15123 Fabre and co-workers described
a more general study of the TMTTF series.'?* The
first organic superconductors have been discovered
with the synthesis of the selenium analogues.!25126
Moreover, the preparation of high purity samples
became possible for both sulfur and selenium salts
with the electrochemical technique introduced in the
field by Klaus Bechgaard. In this early period, several
EPR studies were carried out, both on TMTSeF
salts1?277182 gnd TMTTF salts,82:133-135 phut also on
TMTTF/TMTSeF alloys.!36137 A general signature of
the EPR in these series of compounds is the decrease
of the line width upon cooling the temperature
whatever is the variation of the electrical conductiv-
ity.

More specific arguments can be given considering
the crystal structure of these materials. In this
review, we will not recall the structural data in
details but rather focus on the stacking of cation
radicals which is at the origin of the electronic
properties. Figure 9 illustrates typical organizations
of organic donor planes separated in the ¢ direction
by layers of counterions. The crystal structure of
TMTTF or TMTSeF salts is schematized in Figure
9a showing the different transfer integrals. Because
of the specific nature of their crystal structure
composed of centro-symmetrical dimers, a torsional-
oscillation-induced spin—orbit coupling has been
evoked to account for the increase of the line width
when (TMTSeF);PFs is doped with a small amount
of (TMTTF);PFg.138139 Ag already mentioned, the g
factor of TMTSeF salts has been calculated and
compared with experimental values to emphasize the
role of d orbitals of selenium atoms.!41> ESR has also

Coulon and Clérac

been used to study the effect of pressure?* or irradia-
tion*0:141 or to discriminate between the metastable
state (obtained by fast cooling) and the stable state
resulting of a slow cooling rate in (TMTSeF);C10,4.142
Moreover, ESR has been particularly useful to study
the different phase transitions observed in this series
of materials. In fact, TMTTF and TMTSeF salts
present a wide variety of phase transitions, including
anion ordering and electronic instabilities leading to
Spin-Peierls, antiferromagnetic, or superconducting
ground states. Note that the TMTSeF salts are
generally highly conducting materials while a Mott
localization is observed in most of the TMTTF salts
at ambient pressure. These latter salts are therefore
often taken as examples to illustrate the decoupling
between charge and spin degrees of freedom which
is expected in one dimension for correlated elec-
trons.'?? ESR in magnetically ordered or supercon-
ducting states will be described in the next two parts;
however, we must already mention that precursor
effects can be characterized by EPR. Quite generally,
short-range order becomes increasingly important
approaching a second-order phase transition. In the
case of a magnetic ordering, the magnetic correlations
modify the environment of a given spin. The existence
of a fluctuating local field leads to a specific temper-
ature dependence of the g factor.'*3 The spin-
relaxation is also affected leading to a critical effect
on the EPR line width. Close to the Néel tempera-
ture, Ty (antiferromagnetic ordering temperature),
the g factor becomes strongly temperature dependent
while the line width diverges such as AH 0O (T —
Tx)*. It has been shown theoretically that the critical
exponent u is equal to 1.5 in remarkable agreement
with the experimental results.!*"146 We must

mention a singular result, 4 ~ 0.5, found for
(TMTSGF)2N03.147

Various structural phase transitions have also been
studied by EPR. First of them, anion orderings have
been observed.82124,129,133,134,137 The influence of anion
disorder in (TMTSeF),BrO,,'*8 the effect of alloying
(TMTSeF):ReO4 with Cl04° and the electronic lo-
calization related to an incommensurate structural
modulation in (TMTSeF),SCN'%° have also been
reported. The study of the Spin-Peierls phase transi-
tion should also been mentioned. The superstructure
and the X-ray diffuse scattering associated with this
instability has been first reported in (TMTTF),-
PFg.151.152 This result emphasizes the importance of
quasi-1D precursor effects which are also seen as a
pseudo-gap on the spin susceptibility. This pseudo-
gap predicted by the theory!315* has been observed
for the AsFs!'% and the PF¢'%¢ salts. The comparison
with MEM-(TCNQ)s shows that the TMTTF salts
exhibit a “true” Spin-Peierls transition triggered by
one-dimensional fluctuations while an “unconven-
tional” Spin-Peierls transition occurs in MEM-
(TCNQ): as described in paragraph 2.2.2.7 Another
important issue is the competition between the Spin-
Peierls and the antiferromagnetic ground states.!®”
EPR operating at low field (at a frequency of about
100 MHz) has been used to study the effect of
pressure on the Spin-Peierls phase transition'®* and
to conclude the existence of a universal phase dia-
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gram where the Spin-Peierls ground state is first
replaced by an antiferromagnetic ordering and finally
by superconductivity as pressure increases (i.e. as
electronic localization decreases). The whole sequence
has been predicted theoretically'®® and reported for
(TMTTF);PF¢.1%° Moreover, it should be mentioned
that Spin-Peierls fluctuations sometimes exist above
an antiferromagnetic ordering. This was sug-
gested by EPR data on (TMTTF)o(SbFg);—.(AsFs),
alloys!55-160.161 and (TMTTF):Br which lies at the
borderline between the localized and itinerant re-
gimes.’%2 The presence of long-wavelength lattice
fluctuations above the AF ordering has been recently
revealed by spin—lattice relaxation time measure-
ments with pulsed EPR.163 Moreover, the study of
(TMDTDSeF):PF¢ (hybrid between TMTTF and TMT-
SeF molecules) has shown the proximity of the Spin-
Peierls and AF ground states at ambient pressure
for this material.’®* Finally, the charge ordering
observed for (TMTTF):ReO, or in the MFg series (M
= P, As, or Sb) should be mentioned. In the mid-80s,
EPR measurements revealed an anomaly of the line
width associated with an electronic localization seen
by electrical conductivity and thermopower experi-
ments. 149155165 Thege instabilities were labeled for a
long time as “structureless transitions” as X-ray
analysis failed to detect any change of the crystal
structure. In 1988, Javadi et al. reported dielectrical
measurements indicating the occurrence of a true
phase transition associated with the divergence of the
dielectric constant.’® In 2000, new dielectric experi-
ments exhibiting a clear divergence of the dielectric
constant and NMR measurements have definitively
proved the existence of this phase transition associ-
ated with a ferroelectric charge ordering.'¢7-168 Note
that the phase transition found for (TMTTF).SCN at
160 K presents some similarities with the 154 K
transition of (TMTTF):SbFs. Both correspond to a
charge ordering although an antiferroelectric order
is stabilized in (TMTTF);SCN. Figure 10 illustrates
the ESR signature of this phase transition along the
three principal directions of a (TMTTF),SCN single
crystal.’®® The charge localization is revealed by an
increase of the line width, whereas the low temper-
ature AF ordering is announced by typical precursor
effects: a temperature dependent g factor and a
diverging line width. As already mentioned, the 160
K anomaly of (TMTTF),;SCN is quite similar to the
one observed in TMA-TCNQ-I or (TTT)s(Is)1+4 salts.

In the past few years, new EPR studies have been
devoted to the TMTTF and TMTSeF salts which
essentially confirm the previous results with some-
times a better accuracy.4>1707172 Fits of the spin
susceptibility in the strong coupling limit (i.e., in the
limit where electron—electron interactions overcome
the electronic kinetic energy) have been proposed
among the series and accurate angular dependence
of the line width for (TMTTF):Br have established
the role of the dipole—dipole interaction. The diver-
gence of the EPR line width with a critical exponent
u equal to 1.5 has also been confirmed.!" A detailed
analysis of the line width anomaly at the charge
ordering for (TMTTF).SbFs have also been obtained
and dipole—dipole interactions have been shown to
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Figure 10. X-band EPR g factor and line width (AH)
principal components on a single crystal of (TMTTF);SCN.
(Reprinted with permission from ref 169. Copyright 1982,
APS.)

be relevant below the anion ordering temperature of
(TMTTF);Re0,4.172

Finally, we like to mention that EPR was per-
formed on several salts incorporating TMTTF or
TMTSeF and magnetic counterions.’®174175 In these
cases also, the decomposition technique has been
used to separate the contribution of the organic
radical from the one of the counterion.!” As this
review is essentially devoted to organic systems,
these results will not be discussed in more details.

2.5. Other Radical Cation Salts Including
BEDT-TTF Salts

After the discovery of superconductivity in a con-
ductor based on BEDT-TTF (bis-ethylenedithio-
tetrathiafulvalene),'”® a large number of new salts
have been prepared, incorporating this molecule.
Moreover, numerous related molecules, some of them
being asymmetric, have also been synthesized. Sev-
eral organic superconductors under pressure or even
at ambient pressure and magnetically ordered phases
have been described in the literature.!”” Although
some charge-transfer salts were prepared,'’®17 most
of these materials are cation radical salts. Compared
to Bechgaard salts, a wide variety of counterions was
also introduced, including polymeric anions.!8? All
together, these salts lead to an important number of
publications containing EPR experiments. As already
mentioned, we will present latter in sections 3 and 4
the reports devoted to magnetic or superconducting
ground states. In the present paragraph, only para-
magnetic phases will be discussed. Even with this
restriction, an exhaustive description of this very
large amount of work would be difficult. Therefore,
we have chosen a selection of results to illustrate the
contribution of EPR.!®! Rather than a classification
based on the nature of the radical cation, we will
discuss the different materials according to their
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magnetic properties. Some materials should be con-
sidered as quasi-1D systems and their magnetic
properties can be compared to the one found for the
Bechgaard and Fabre salts. On the other hand, 2D
electronic properties have been found in several
series of BEDT or BEDT derivative salts. In that
case, another universal phase diagram has recently
emerged based on the physical description of a two-
dimensional correlated electron gas. This phase
diagram emphasizes the competition between a me-
tallic and an insulating paramagnetic phase at high
temperature and between antiferromagnetism and
superconductivity at low temperature.!8?

Some materials are rather close to the TMTTF or
TMTSeF series, structurally speaking. Among them,
tTTF (trimethylene-tetrathiafulvalene) salts usually
present a larger electronic localization than the
TMTTF salts and a low-temperature antiferromag-
netic phase.!®:145 This ground state is also found at
low temperatures in DMtTTF (dimethyl-trimethyl-
ene-TTF) salts which gave the first example of a
material with strictly regular molecular stacks pre-
senting some electronic localization.!84185 Their se-
lenium analogues, the DMtTSeF salts have also been
prepared and present a metallic state.!86187 The
BCPTTF salts (where BCPTTF stands for benzocy-
clopentyl-TTF) with octahedral PF¢ and AsFg anions
display low-temperature Spin-Peierls ground states.!®8
This phase has the same characteristics as in the
corresponding TMTTF salts; nevertheless, the BCPT-
TF salts, being less sensitive to irradiation, have been
more deeply studied.”®1%3 Figure 11, parts a and b,
shows the spin susceptibility deduced from ESR. Both
the pseudo-gap (below T'r) and the activated behavior
below the Spin-Peierls transition temperature Tsp are
visible. Figure 11c shows the fit obtained using the
renormalization group combined with the functional
integral method.

Like in the TMTTF and TMTSeF series, previously
described organic salts have only weakly dimerized
chains, also referred as type I. This type of organiza-
tion shown in Figure 9a also exists in the DMCTTF
(dimethyl-tetramethylene-TTF) or DMCTSeF series
(where DMCTSeF is the selenium analogue of
DMCTTF), although strongly dimerized chains (also
referred as type II and shown in Figure 9b) have been
identified in some structures.!® Antiferromagnetic
ordering at low temperature has been observed for
both types of dimerization. With tetrahedral anions,
the crystal structures may include either only type
IT or both of the different types of organic chains. The
EPR signals are separated at low temperature, and
the individual magnetic behavior of each chain has
been studied.’” We can note that the previous
examples illustrate the fact that type I chains may
lead to either antiferromagnetic or Spin-Peierls ground
state while strongly dimerized (type II) chains favor
an antiferromagnetic ordering.

Similar structural organizations are also found
among the BEDT-TTF salts, although the situation
is much more complex: more than 130 crystal
structures of BEDT-TTF containing salts were al-
ready determined in 1992.177 In most of them, the
basic building block is a dimer of radical cations,
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Figure 11. Temperature dependence of the EPR suscep-
tibility of (BCPTTF);PFs (a) and (BCPTTF);AsFg (b) nor-
malized at room temperature. The solid lines are the fit to
the Bonner—Fisher law (i.e., to the quantum S = 1/,
Heisenberg chain model). Adapted from ref 76. (c) Spin
susceptibility vs temperature. Comparison of theoretical
results (continuous lines) with experimental data for
(BCPTTF)2AsF¢ (crosses), Ty is equivalent to T'r in Figure
11a. The dashed line is the uniform magnetic susceptibility
in absence of Spin-Peierls fluctuations. (Reprinted with
permission from ref 153. Copyright 1997, Elsevier.)

although trimers have also been reported.®! These
dimers can be organized in weakly or strongly dimer-
ized chains but can also form a 2D network. In a
strong coupling description, the magnetic properties
of these systems can be discussed considering each
dimer as an effective site bearing a S = 1/2 spin as
illustrated by Figure 9c. The anisotropy of the
exchange interactions between these spins in the
organic planes controls the effective electronic di-
mensionality of the material. According to the details
of the crystal structure, the exchange interaction
between two dimers, generally antiferromagnetic,
may in some cases be ferromagnetic.19%1% In the case
of a triangular lattice, like in some «-(BEDT-TTF)X
salts, a spin liquid state may be the result of the
induced frustration.'® In the weak coupling limit, the
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nature of the Fermi surface becomes relevant to
discuss the 1D or 2D character of the electron gas.

Examples of type II stacks (following the above
definition) are found in f'-BEDT-TTF salts.!95-198
These semiconducting salts include small linear
anions such as ICly or AuCl,. Their susceptibility goes
through a maximum at a temperature of about 100
K. It was fitted using a 1D S = !/, Heisenberg
model, %29 or with a 2D S = !/, Heisenberg model 1?8
In the present case, the anisotropy of the magnetic
interactions is rather in favor of a quasi-1D descrip-
tion. Due to smaller interchain couplings, a long
range antiferromagnetic ordering is stabilized at a
much lower temperature than the one of the suscep-
tibility maximum (at respectively 22 and 28 K).
Consistent with the low dimensionality of these salts,
a narrow EPR line width (of about 10 Oe at room
temperature) is observed. Figure 12, parts a and b,
gives EPR data for f'-(BEDT-TTF)2ICl; to illustrate
precursor effects in the vicinity of the antiferromag-
netic ordering.

As already mentioned, the EPR line width diverges
at the antiferromagnetic ordering (Figure 12a) and
the g factor becomes strongly temperature dependent
(Figure 12b). At the same time, the EPR susceptibil-
ity goes to zero. However, this situation is qualita-
tively different from the Spin-Peierls instability. As
shown in Figure 12c¢, the static magnetic susceptibil-
ity remains finite in the antiferromagnetic phase as
long as the magnetic field is not applied along the
easy axis (or if the magnitude of this field is above
the Spin-flop field, as explained in the next section).
In the antiferromagnetic case, there is no gap in the
spin excitation spectrum. The EPR intensity mea-
sured at the paramagnetic g value goes to zero
(Figure 12a) due to the building of an internal field
below the Néel temperature. In that case, the reso-
nance field is shifted from the EPR value and the
rotation patterns are more complicated: it is the
antiferromagnetic resonance (see section 3). Thus, as
long as antiferromagnetic resonance has not been
observed and with the only EPR susceptibility, the
difference between a Spin-Peierls and an antiferro-
magnetic ordering is subtle and the analysis of the
data mostly relies on the temperature dependence of
the line width and of the g factor. In fact, some
AF transitions in the BEDT-TTF series, like in f'-
(BEDT-TTF):SF3CF2SO3, have been first described
as a Spin-Peierls instability?®! and later clearly
identified as an antiferromagnetic ordering.2?

Other examples described as Heisenberg systems
(either 1D or 2D) can be found in the BEDT-TTF
series,?%37209 with BEDSe-TTF?!° or with asym-
metric molecules such as DIMET (dimethyl-ethylene-
TTF),1°2211 BPDT-TTF (propylene-dithio-TTF),212 or
C,TET-TTF (bis(methylthio)-ethylenedithio-TTF).213
In the case of o-(BEDT-TTF):Ag(CN); or of (BPDT-
TTF).I3, a Spin-Peierls ground state, similar to the
one observed in MEM(TCNQ)s, has been identi-
fied 204,212

Besides these semiconducting or insulating materi-
als, many BEDT-TTF salts present a metallic behav-
ior and eventually become superconductors at low
temperature. As already mentioned, the first example
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Figure 12. a. Temperature dependence of the EPR
intensity and the peak-to-peak line width for f'-(BEDT-
TTF)2ICls. (Reprinted with permission from ref 197. Copy-
right 1987, Elsevier.) b. Temperature dependence of the g
value in the three crystallographic directions. (Reprinted
with permission from ref 198. Copyright 1997, Elsevier.)
c. Temperature dependence of the spin susceptibility for
p'-(BEDT-TTF),ICl; obtained from static measurements.
Adapted from ref 198.

in the BEDT-TTF series was (BEDT-TTF);ReOy,
which becomes a superconductor for pressures above
4 kbar.'" In fact, various phases with different EPR
properties can be obtained with BEDT-TTF radicals
and tetrahedral anions,?47220 or octahedral an-
ions.?21222 An important step was realized with the
use of linear anions to obtain ambient pressure
superconductivity. Several phases were obtained with
Is~ and with other linear anions.217:223-233 EPR ex-
periments took a large place in the study of the
thermal conversion between different phases.?2%234-238
Some of the obtained phases give a 2D magnetic
behavior with Dysonian lines when the microwave
electric field is applied parallel to the organic plane
and a weakly (Pauli like) temperature-dependent
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Figure 13. EPR spectra in -(BEDT-TTF).IBr; observed
with (a) E;(001) at 295 K and (b) E5(001) at 20.4 K where
E is the microwave electric field. (Reprinted with permis-
sion from ref 228. Copyright 1987, APS.)

spin susceptibility. Typical EPR signals are given in
Figure 13. In this case, the evolution of the line-shape
with the temperature gives an estimation of the spin-
diffusion time which can be compared to electrical
conductivity measurements.?25-228

Another important class of BEDT-TTF salts has
been synthesized with polymeric anions.'®® Among
them, the so-called «k-phases gave several supercon-
ductors, either at ambient or above a moderate
pressure.??® From the electronic point of view, their
structures can be considered as two-dimensional and
the large electrical conductivity in the molecular
plane leads to Dysonian EPR lines. EPR studies were
made for different series, as k-(BEDT-TTF);Ag(CN)q-
(H20),240241  (BEDT-TTF);Cu(NCS),,230.242-244 the
k-(BEDT-TTF);Cu[N(CN);]X,2467252 1 -(BEDT-TTF),-
Hgs-5Xs,223725 and k-(BEDT-TTF)eCus(CN);_ X, salts
(where X is an halogen atom).246248 Ag already
mentioned, a generic phase diagram has been
proposed for the x-phases, taking the example of
k-(BEDT-TTF);Cu[N(CN)2]Cl, explained in the frame
of the 2D Hubbard model.'®? Indeed, EPR data of
these different materials present some recurrent
features. For example, an increase of the EPR line
width when cooling is quite general and indicates
that the Eliott relation is also not verified in this class
of organic materials. When a superconducting phase
is reached at low temperature, there is no general
trend for the observed EPR result. For example, the
line width strongly increases in x-(BEDT-TTF),Cu-
(NCS), suggesting some kind of precursor effect,
whereas it decreases for k-(BEDT-TTF);Cu[N(CN),]-
Br. When a magnetic ordering is reached, as in
k-(BEDT-TTF);Cu[N(CN)2]Cl at ambient pressure,
typical precursor effects are observed.?*¢ In this
compound, the magnetic phase has been described
as a weak ferromagnet (see section 3).

Many other materials including BEDT-TTF radi-
cals have been studied, and it would be very hard to
refer to all of them. These series illustrate the
complexity reached by the field. Among them, let us
just mention the o-(BEDT-TTF).MHg(SCN), salts,
with M = NHy, K, or Rb where a competition between
superconductivity and antiferromagnetism has also
been discussed.?’®261 The situation is even more
complex if one realizes that many new molecules
were also synthesized, including asymmetric ones. A
well-known example is the DMET (dimethyl-ethyl-
enedithioTSeF) series where superconducting and
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antiferromagnetic «-phases were also obtained.?627264
At least in the case of the AuBr; salt, the temperature
dependence of the EPR line width follows the electri-
cal resistivity, indicating that the Eliott relation can
be applied. This result may be the consequence of a
larger electronic dimensionality of this compound
which remains an exception among organic conduc-
tors. Indeed, an unusual broad line (of about 1000
Oe near 100 K) is observed for this compound, in
agreement with a three-dimensional character.?63

2.6. Other Selected EPR Results

As described in the previous sections, most of the
materials studied after the discovery of the organic
superconductivity were cation radical salts with a
molecular donor derived from the TTF backbone.
However, interesting results have also been obtained
with other molecules such as the two examples
chosen in this paragraph.

Cation radical salts have been obtained with
arenes,?%7273 like pyrene,?’4?™ perylene,?’~28 fluoro-
anthene,?8472% or naphthalene.??! These molecules
being only composed of light elements, i.e., carbone
and hydrogen, the effect of the spin—orbit coupling
is minimized and extremely narrow EPR line width
have been obtained. For example, a line width as
narrow as 2.5 mOe have been reported for the
(naphthalene);AsFg salt.?°! In the cases of perylene
or fluoroanthene salts, Peierls phase transitions have
been observed upon cooling, inducing a large modi-
fication of the spin relaxation. Moreover, because of
the extremely narrow lines in the metallic phase,
pulsed EPR was successfully applied to deduce the
longitudinal and transverse relaxation times.290-300
In particular, a decay of the correlation function as
exp(—(t/1)*?), characteristic of one-dimensional sys-
tems was observed.?%! Accurate low field magnetom-
eters were built with these materials taking advan-
tage of the very small line width.3023% Unfortunately,
this application has been limited by the instability
of these materials at room temperature. Their kinetic
of decomposition has also been studied by EPR.304305

Another interesting series has been obtained start-
ing from radical anions close to TCNQ, namely
dicyanoquinonediimine (DCNQI). Substituents can
be introduced on the DCNQI molecule to prepare (2-
R:-5-Re-DCNQI)sM compounds with various cat-
ions.3% One should distinguish the Cu salts as a
mixed valency on copper ions has been established.
As a consequence, the EPR signal is not purely
organic. This compound exhibits a unique rich phase
diagram with reentrance of the metallic state.0”
Large g shifts are found and the EPR line is usually
too broad to be observed at room temperature.3°®
Several EPR studies have however been made, in
particular because the Cu?" states become detectable
in the insulating state.3087314 A low temperature,
antiferromagnetic ordering was identified by EPR in
some of these salts?%316 in particular in
(DMe-DCNQI)2Cu (i.e., Ry = Ry = CHj3), whereas
static measurements show the existence of a weak
ferromagnetism.3!'” The origin of the canting in this
magnetic phase was attributed to the existence of two
nonequivalent Cu sites. With other metal ions such
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Figure 14. Temperature dependence of the spin suscep-
tibility of (DMe-DCNQI).Li. The solid line is the Bonner—
Fisher curve (i.e., for the quantum S = Y, Heisenberg
chain). (Reprinted with permission from ref 321. Copyright
2001, Elsevier.)

as Li™ or Ag®, narrow EPR lines easily detectable
even with the pulse technique have been obtained
coming from DCNQI radicals.?1831° (DMe-DCNQI),-
Li and (DMe-DCNQI)2:Ag present a Spin-Peierls
phase transition.?207322 Figure 14 gives the magnetic
susceptibility of the Li salt.

Remarkably, like in TMTTF or BCPTTF salts (see
section 2.4), a pseudo-gap seems to be observed below
130 K, suggesting 1D precursor effects above the
transition temperature at 65 K. In another study
under pressure, Curie spins were detected at low
temperature and identified to spin solitons.?? Recent
W- and Q-band studies of the anomalous line broad-
ening above the Spin Peierls phase transition quanti-
fied the spin exchange between neighboring col-
umns.3?* On the other hand, (DI-DCNQI)Ag Gi.e., Ry
= Ry = iodine) presents an antiferromagnetic order-
ing at about 5.5 K.322325-327 A]] of the (2-Ri-5-Rg-
DCNQI):M compounds have the same crystal sym-
metry and present uniform DCNQI stacks. In contrast
with Bechgaard or Fabre salts, they should therefore
be considered as real quarter filled band systems.328
Despite their regular stacks, these salts present some
electronic (Mott) localization and may become electri-
cal insulators well above any magnetic or Spin-
Peierls phase transition.??° This remark emphasizes
the role of 1/4 Umklapp terms on the 1D Mott
localization which is presently actively discussed in
the Fabre series.'! Another strongly localized quar-
ter filled system, closer to the Bechgaard salts, has
recently been published: (EDTTTF—-CONMez):AsFs,
where the donor is a tertiary amide-functionalized
ethylene-dithio-tetrathiafulvalene.?3° This salt pre-
sents an antiferromagnetic ground state and brings
new information to discuss the competition between
the Spin-Peierls and antiferromagnetic instabilities
in organic conductors. A detailed comparison of the
data obtained with the DMtTTF (paragraph 2.5),
DCNQI and EDTTTF—-CONMe, series would cer-
tainly be useful to discuss the Mott localization in
quarter-filled systems.

2.7. EPR of Fullerene Salts

Since the discovery of fullerenes, many attempts
have been made to introduce these molecules in new
materials. This is particularly the case for Cg, which
can be nowadays prepared in large quantity. A wide
variety of Cgp compounds including superconductors
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have been synthesized. Although Cg is not strictly
speaking an organic molecule, as it does not contain
hydrogen atoms, the Cg salts should be considered
as molecular solids. When the unpaired electrons are
located only on the Cgy molecule (i.e., when the
counterion is diamagnetic), the magnetic properties
are closely related to the ones of organic conductors,
as the involved molecular orbitals are also combina-
tions of p, carbon orbitals. For example, the measured
g factors remain very close to the free electron value.
A large number of publications have been devoted
to the EPR properties of Cg salts and our ambition
in this section is not to give an exhaustive review of
this work. As in previous paragraphs, we will rather
select striking examples to illustrate the relevance
of EPR spectroscopy. The reader may find comple-
mentary information in several recent reviews.10.331-333
If with the organic conductors single crystals of the
desired materials were usually obtained and studied,
fullerene salts have been most of the time obtained
in the form of polycrystalline samples. Therefore,
their EPR characteristics have been measured on
such samples and only at some rare occasions on
single crystals.?3* As previously mentioned, this is a
severe limitation for ESR studies, in particular in
magnetically ordered phases. We have chosen to
select two examples of paramagnetic materials pre-
senting either magnetically ordered or superconduct-
ing phases at low temperature to introduce their
discussion in sections 3 and 4. A ferromagnetic
ground state was reported in two cases, namely
(TDAE)Cgy (where TDAE stands for tetrakis-(di-
methylamino)-ethylene)??®> and for cobaltocene
salts.?36:337 In the former case, a more complete study
has been made thanks to the synthesis of single
crystals. We will take (TDAE)Cyg as a first example.
Antiferromagnetic and superconducting ground states
were reported in M,Cg salts, where M is an alkali
metal, essentially with x = 1 and 3 and, we will
discuss these materials as a second example.

2.7.1. Studies on the Paramagnetic Phase of (TDAE)Cso

EPR on (TDAE)Cgy was first described on polycrys-
talline samples.?38-345 Although it was soon recog-
nized that a magnetic ordering takes place at 16 K,
the nature of this magnetic ground state and the role
of TDAE in the magnetic exchange were not im-
mediately identified. In fact, the discussion was
obscured by the presence of two competing phases,
called a and o', the a phase only being ferromagnetic
at low temperature. The situation became less con-
fused with the preparation of single crystals.346-351
As we will see in the next section a single crystal
study in the ferromagnetic phase was the key experi-
ment to characterize this magnetic phase. Keeping
in mind the paramagnetic phase, it should be noted
that EPR was very useful to discriminate between
the o and o phases.?52353 EPR under pressure was
also used to identify a [2+2] cycloadditive polymer
phase under pressure.3547357

2. 7/.2. Studies on the Paramagnetic Phases of Alkali Cgp
Salts

M, Cgo salts have been obtained by doping a Cgo
sample with an alkali metal. EPR was used to follow
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Table 2. Selection of Average g Values, [g[) (Often
Obtained from Powder Spectra) for Different
Reduction or Oxidation States of Cgo

g0 ref
Ceo @ 1.997-2.000 332, 333, 383, 390, 465
Ceo?? 2.0010 332, 382
Ceo®~ 1.999-2.002 332, 377

Ceot or C12007¢  2.0012—2.0025 332, 365, 366, 367, 390

@ Slightly different values, from 2.002342343 to 2.008345-350
have been reported for TDAE-Cg, with a weak line attributed
to Ceo~ present as an “impurity” observed at g = 1.994.34%
However, a single-crystal ESR experiment on TDAE-Cg has
given: g, = 2.0001, g, = 1.999, g. = 2.0003,%4° which implies
[g0= 2.000, consistent with values obtained from other Cgy~
salts. ® Some authors claim that Cgo?~ is silent and that the
signal comes from impurities.?” ¢ ESR signal observed in
contaminated neutral Cgp samples.

this intercalation, mostly in K and Rb cases.3587363
The Avrami model was usually applied to fit the
kinetic data although it is not possible, within the
data accuracy, to exclude other models. For example,
an intercalation model based on a negligible effect
of the interfacial energy between doped and undoped
domains is also consistent with the experimental
results.364

In the different M,Cgy phases, it is important to
recall that EPR experiments were in a large majority
made on powder samples. Moreover, because of the
existence of several phases, the EPR spectra may be
the superposition of several contributions.?%> In par-
ticular, the presence of sharp signals, also called
“spikes”,?%6 was recently discussed and assigned to
C1200 impurities rather than to Cg".2%” Despite this
problem, the average g factor for the different radical
anions Cgo® has been determined and are sum-
marized in Table 2. As for the organic conductors,
the EPR line width is characteristic of a material
rather than a reduction state of Cg. A typical
illustration is given by the A3Cgo series for which
several EPR studies have been made;?358:365:368=374 the
line width of RbsCg is for example much larger than
for K3Cgo. As for organic conductors, the effect of
spin—orbit coupling has been discussed to explain the
line width.?”® These materials present a supercon-
ducting phase discussed in section 4. Other materials
have been prepared incorporating Ceo®~. First, one
may mention the ammoniated alkali fulleride salts
of general formula (NH3)K3-,Rb,Cg0.2767378 The effect
of intercalation of neutral ammonia molecules is the
suppression of the superconducting phase and the
appearance of a low-temperature magnetic phase,
described as an antiferromagnetic ordering. A second
series has a general formula NayACgp, where A is an
alkali metal 3733797381 In some of these materials, a
polymeric phase is formed and superconductivity is
suppressed. In this case, an antiferromagnetic order-
ing was suggested from EPR data. A metal—insulator
phase transition has also been observed in the same
temperature range for NayCeo.382 In that case, a low-
temperature nonmagnetic ground state has been
suggested with a possible implication of a Jahn—
Teller distortion of the Cgy molecule.

Another interesting series of materials has a
general formula ACg, with A = K, Rb, or Cs. A
specific characteristic of these salts is the existence
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Figure 15. a. Open circles: ESR susceptibility of KCgg
measured in a continuous run experiment with increasing
temperature starting from the pseudo-orthorhombic dimer
phase (OD). The labels indicate the various phases en-
countered and OP is the orthorhombic polymer phase.
Closed circles: Susceptibility of the low temperature-fcc
phase measured by quenching the high temperature-fcc
phase. (Reprinted with permission from ref 386. Copyright
1997, Springer-Verlag.) b. The hysteretic change of the EPR
line width indicating the polymerization-depolymerization
transition (A) in microcrystalline KCgy powder synthesized
by standard methods and (B) for few coevaporated single
crystals. (Reprinted with permission from ref 388. Copy-
right 1994, Science.)

of a cubic (fec)-orthorhombic phase transition at a
temperature slightly above room temperature. The
structure of the low-temperature phase is character-
ized by a [2+2] cycloadditive polymerization of the
Cso~ into chains. The samples being prepared at a
higher temperature, this polymerization occurs dur-
ing the last step of the synthesis, and the details of
the thermal treatment during this final step are
important. For example, a quench from the cubic
phase prevents the polymerization from occurring
and gives several metastable phases. EPR has been
used to identify the different phases and to follow the
kinetics.38373% Figures 15 give examples of these EPR
data and shows how both the spin susceptibility and
the EPR line width are relevant to discriminate
between the different phases.

Slowly cooled samples present the thermodynami-
cally stable polymerized phase and their physical
properties depend on the alkali metal.38” With potas-
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sium, an intermediate phase is observed between the
cubic and the orthorhombic phases. Moreover, the
polymer phase of KCg was first described as a
metallic phase down to the liquid helium temper-
ature.?®873% In the case of the rubidium or cesium
salts, a phase transition has been observed around
50 K,371:391-393 which was described as corresponding
to the onset of an antiferromagnetic ordering. How-
ever, the situation may be more complex. This point
will be further discussed in paragraph 3.3. In the case
of KCgo, a recent study combining X-ray and EPR on
single crystals has revealed a structural phase tran-
sition around 60 K.3%* This result which differs from
the conclusions of the previous studies?®3% empha-
sizes the importance of the sample preparation.

3. Electron Spin Resonance (ESR) in Magnetically
Ordered Phases

3.1. Basic Ideas

When a magnetic phase transition has occurred,
the sample is no longer in the paramagnetic phase.
This means that the spins cannot be anymore con-
sidered as independent species and spin interactions
play an important role. To describe the dynamic of
these spins, the simplest description introduces an
internal field superposed to the applied external
magnetic field.3®> This so-called “mean field ap-
proximation” is a good approximation for tempera-
tures not too close to the transition temperature
where the magnetic ordering appears. In this critical
region, more sophisticated theories such as the
dynamic scaling theory may be necessary to interpret
the experimental data.3?6

3.1.1. Ferromagnetic Resonance

The simplest example of resonance in a magneti-
cally ordered phase is the ferromagnetic case with
no magnetic anisotropy.?®” At the mean field ap-
proximation, the dynamics of the magnetization is
given by a generalization of eq 2. This new equation
describes the dynamics of a collective variable, the
total magnetization, rather than the evolution of a
single spin

Y )M x (H, + M~ NM + Hyy)  (15)
where AM is the exchange field (playing no role, as
it is parallel to M) and N is the demagnetization
factor (a matrix in the general case) which depends
on the sample shape. In the simplest case of a
spherical sample, N is isotropic but for a nonspherical
shape, three different coefficients, N,, should be
introduced in eq 15.

As shown in paragraph 2.1, the resonance fre-
quency can be found as an eigenvalue of the linear-
ized equation deduced from eq 15 when Hyw goes to
zero. In the present case, this gives
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iwly, H,+ N, - N)M, 0
_HO + (Nz - Nx)Meq iw/Ve 0 X
ioly,
mx
m,[=0 (16)
mZ

where M, is the equilibrium value of the magnetiza-
tion. From eq 16, the resonance frequency is readily
obtained

w = Ve\/(HO + (Ny - Nz)Meq)(HO + (Nx - Nz)Jw(eq))
17

This equation shows that the resonance frequency
is dependent on the sample shape through the
demagnetization factor. Thus, to study ferromagnetic
resonance, the shape of the sample should be con-
trolled. The same remark applies for the resonance
in any magnetic phase exhibiting a spontaneous
magnetization.

Let us now discuss the effect of the magnetic
anisotropy. To avoid any complicated discussion, we
will assume that the shape of the sample is spherical.
In that case, the demagnetization factor is isotropic
and the NM term plays no role in the dynamic
equation. This equation can be then reduced to

% =—yMx (H,+H,) (18)
where H, is the anisotropy field. This equation will
be solved after a linearization, starting from the
equilibrium state, i.e., writing M = M, + 0M. This
implies that the description of this equilibrium state
is the first step. In the general case, the anisotropy
energy E, is given by

1 1
E,= B S+ §K272 (19)

where (a, f, y) are the direction cosines of the
magnetization M.3°® With this notation, (x, v, z) are
respectively the easy, intermediate and hard axes,
assuming K; < K, with K; and K, being the easy-
intermediate and easy-hard anisotropy energies. The
corresponding anisotropy field is deduced from OE,
= —H,0M and reads

H, = (0, —K\f/M, —Kyy/M,) (20)

where M, is the magnetization modulus.

The equilibrium state is given by Meq x (Ho + H eq)
= 0. An analytical solution can be obtained when the
magnetic field is applied along the principal magnetic
directions:

o When Hj is along the Easy axis (x), 0eq = 1, i.e.,
the magnetization is always aligned along x.

e When Hj is along the Intermediate axis (y), Yeq =
0 and ﬁeq = Ho/Hl for H, < Hl; ,Beq =1 for H, > Hl,
with Hy; = Ki/M,. This means that the magnetization
rotates in the Easy—Intermediate plane, from x (Beq
=0) toy (Beq = 1) as the magnetic field increases, to
be aligned with the applied field for Hy > H;.
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o When Hj is along the Hard axis (2), Beq = 0 and
Yeq = Ho/Hy for Hy < Hy; yeq = 1 for Hy > Hs. The
magnetization now rotates in the Easy—Hard plane,
to be aligned with the applied field for Hy, > Hs =
Ko/M,.

This alignment of the magnetization at a critical
value of the applied field is still observed for any
orientation of Hy in the Intermediate—Hard plane.
It corresponds to a second-order phase transition also
revealed by the ferromagnetic resonance, as we will
see below.

Ferromagnetic resonance describes the dynamics
of the magnetization. The eigenfrequencies can be
deduced from the linearization of eq 18 which gives

doM
“a VoM x (Ho+H, o) — y M, x 0H, (21)

With, )M = me* and when H, along the Easy axis
(x), we obtain

ily, 0 0 m,
0 iwly, Hy+Hy|m,|=0 (22)
0 —H,— H, ioly, m,

and therefore (keeping the positive eigenvalue)

wly, = J(Hy + H)(H, + H,) (23)

In the same way, when Hj is along the Intermedi-
ate axis (y)

ia)/'}/e 0 _HO + ﬁeq(Hl - HZ)

0 lly, Qe H, X

HO _ﬁequ _aequ iw/ye
m,
m,|=0 (24)
m,

The expression of the positive eigenvalue depends on
the equilibrium solution and therefore changes at the
critical field H;. The resonance frequency is given by

wly, = JH,H, — H?H,/H, for Hy < H, (25a)

wly, = (Hy, — H\)(H, + H, — H,) for H, > H,
(25b)

Note that the frequency goes to zero at the critical
point (when Hy = H1).

Finally, an analytical solution can also be obtained
when the magnetic field is applied along the Hard
axis (2)

wly, = JH,H, — HH,/H, for H, < H, (26a)

wly, = J(Hy — Hy)(H, — H, + H,) for H, > H,
(26b)

The frequency also vanishes at the critical point Hy
== Hz.
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Figure 16. Field dependence of the ferromagnetic reso-
nance frequency for a given Hy/H; ratio (here Hy/H; = 2).

Figure 16 summarizes the field dependence of the
ferromagnetic resonance frequency given by eq 23,
25, and 26. The calculation may be generalized
introducing the demagnetization factor for a non-
spherical sample. The conclusions remain qualita-
tively the same.

The important point is that there is only one mode
(as there is only one macroscopic variable, M, in-
volved in the dynamics) for any orientation of the
magnetic field. However two modes can be found
experimentally if a scan of the magnetic field is
realized for a fixed value of the applied frequency (for
example is w/y. < (H1H3)"? when the magnetic field
is applied in the Intermediate—Hard plane). Numeri-
cally, rotation patterns can be generated and com-
pared to the experiment, in particular when the
magnetic field is rotated in simple magnetic planes.
The most characteristic results will be obtained if the
experimental frequency is chosen to satisfy w/y. ~
(H1H3)¥2. On the other hand, a classical quasi-
sinusoidal rotation pattern will be obtained if w/y.
> (HH3)"? similar to the one obtained in the
paramagnetic state.

3.1.2. Antiferromagnetic Resonance

The main difference with the ferromagnetic case
is the existence of at least two magnetic sublattices
A and B.399400 In that case, the most general form of
the anisotropy energy becomes

B = 2K(533 + 5D + 3K + ) @D)

where ; and vy; are the direction cosines between M;,
magnetization of the sublattice i, and the principal
magnetic axes, respectively y (Intermediate axis) and
z (hard axis). K; and K, are the easy-intermediate
and easy-hard anisotropy energies. In practice, the
exchange is much larger than the anisotropy energy
in organic conductors. Therefore My and Mg remain
almost antiparallel when the applied magnetic field
is small compared with the exchange field and the
anisotropy energy can be reduced to a simpler form

E,=Kp*+ Ky~ (28)

where ' and y' are the direction cosines between M'
= M, — M3 and the principal magnetic axes, y and
z, respectively.
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Figure 17. Phase diagram of the 3-d Heisenberg antifer-
romagnet with weak uniaxial anisotropy and for applied
fields along the easy axis (H = H,). The different phases
are: P (paramagnetic), I (Ising Ordered), XY (spin-flopped
ordered). The bicritical (Heisenberg) point is denoted by
(Ty, Hy). The spin-flop occurs for H, = Hgr. (Reprinted with
permission from ref 401. Copyright 1986, Elsevier.)

The phase diagram when the static magnetic field
in applied along the easy axis is depicted in Figure
17.

Two ordered phases are observed:*°!

e Below a characteristic field called the spin-flop
field Hsr, M' is along the easy axis x.

e Above the spin-flop field, M' is along the inter-
mediate axis y.

Between these two phases, a first-order phase
transition takes place where the orientation of M'
jumps from one orientation to the other. The mag-
nitude of the spin-flop field can be obtained writing
that the Zeeman energy exactly compensates the
anisotropy, i.e.

K, = %(XD - )CH)HSF2 (29)

where yn and y, are the magnetic susceptibilities,
when the magnetic field is applied perpendicular and
parallel to M' respectively. The above equation shows
that the spin-flop transition results from the compe-
tition between the Zeeman and anisotropy energies.
Such a competition specifically occurs when the
magnetic field is applied along the Easy axis (x). The
spin-flop phenomenon does not occur when the
magnetic field is applied along the intermediate or
the hard axes. A first-order phase transition is
however still present close to x, in the easy-hard
plane.

As for the ferromagnetic case, the antiferromag-
netic resonance (AFMR) describes the dynamics of
the sublattices magnetizations 399400402403 Ty the two
sublattices case, the dynamic equations are

dM,,
F = —'}/eMA X (HO + He,A + Ha,A + HMW) (Soa)
dMj
¢ = VeMs x (Hy+ Hop + H, 5 + Hyy) (30b)

where H.; and H,; are respectively the exchange and
the anisotropy field for the sublattice i. The demag-
netization field is always negligible as the total
magnetization remains very small in the described
limit. As before, the eigenfrequencies are obtained
taking the limit Hyw = 0 and by a linearization of
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eq 30 around the equilibrium state. As two coupled
dynamic equations have to be considered, two reso-
nance frequencies will be obtained, i.e., two AFMR
modes for any value of the applied magnetic field.
The results can be expressed introducing three es-
sential parameters

_ 2K, . 2K, . Xii
Q,—‘}/e X—D, Q+—‘}/e X—D, andr—l—X—D

(31)

These three parameters are temperature dependent
and vanish at the Néel phase transition. The two
characteristic frequencies, Q- and Q, are the zero-
field frequencies and Q- is related to Hsr and r
through

Q= VeHSF‘/’_“ (32)

When the anisotropy energy is due to dipolar interac-
tions, both K; and K, vary with the temperature like
the square of the order parameter (the staggered
magnetization M'). In this case, Q- and Q; are
proportional to the order parameter. The parameter
r has a more complicated temperature dependence,
mostly coming from the dependence of y; with 7.

The eigenmodes correspond to a precession of the
two sublattices magnetizations. Moreover, the cor-
responding planes of precession are not usually
perpendicular to the applied static magnetic field.*03
As a consequence, the optimum experimental con-
figuration to observe the AFMR is not generally the
standard geometry used for EPR (i.e., microwave and
static fields applied in perpendicular directions). In
some extreme situations, the optimum orientation of
the microwave field is even parallel to the static field.
Keeping the standard configuration (for example
used in commercial spectrometers), the intensity of
the AFMR modes is hence strongly dependent on the
sample orientation. This intensity is not proportional
to the magnetic susceptibility (as in the paramagnetic
phase) but also depends of the observed mode polar-
ization.

The above expressions (eq 31) were initially de-
duced to describe magnetic insulators, i.e., the con-
densation of an antiferromagnetic ordering from
localized spins. A straightforward generalization can
be made to describe itinerant antiferromagnetism
and the condensation of a spin density wave ground
state. In this case, the wave vector describing the
magnetic ordering is usually incommensurate with
the underlying lattice. The essential difference is the
introduction of an ajustable magnetic moment per
site, u,which can be much smaller than the Bohr
magneton?404405

2K 2K.
Q =yt =/ o =yt = 33
Us'Y Xo Us'y Xo

In any case (commensurate or incommensurate su-
perstructure), the characteristics of the anisotropy
energies can be deduced when the magnetic super-
structure is known (see section 3.2).

Figure 18 gives the field dependence of the two
resonance frequencies for the three principal mag-
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Figure 18. Field dependence of the AFMR frequencies (a)
when the magnetic field is along the Easy axis, (b) when
the magnetic field is along the Intermediate axis, and (c)
when the magnetic field is along the Hard axis. The two
characteristic frequency Q_ and Q- are defined in the text.
Moreover Qumin = [Q% — Q%1Y2 and Q. = [3Q% + Q2]12,
(Reprinted with permission from ref 421. Copyright 1986,
APS.)
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Figure 19. Calculated behavior of the AFMR modes as a
function of the field for various angles in the Easy-
Intermediate plane for Q_/y. = 4 kOe, Q./y. = 6 kOe, and

r =1 (the angle is given from the easy axis). Adapted from
ref 199.

netic orientations, at zero temperature. When the
temperature increases, the value of Q_ and Qi
decreases while the Spin-Flop field, Hsr, remains
approximatively temperature independent. Figure 19
shows the effect of the field rotation in a simple
magnetic plane, in the 7'= 0 limit (a more complete
set of data can be found in ref 199). A qualitatively
similar result is found at finite temperature.

As for the ferromagnetic resonance, the simplest
procedure would certainly be a scan of the frequency
for a given magnetic field. This would give two modes,
whatever is the value or the orientation of the field.
However, as for ESR in the paramagnetic state, it is
often much more convenient to fix the applied fre-
quency and to scan the magnetic field. Moreover,
rotation patterns in simple magnetic planes give
characteristic figures strongly dependent on the ratio
between the experimental frequency and the char-
acteristic frequencies of the sample. In the limit
where w¢ > Q_, quasi-sinisoidal rotation patterns are
obtained, while AFMR is only observed close to the
easy axis for wg < Q_. Finally, the most convenient
case to realize the experiment is wy ~ Q_. Fortu-
nately, this condition is satisfied operating in X band,
for most organic conductors which may therefore be
considered as model systems to study antiferromag-
netic resonance. Examples of rotation patterns in
simple magnetic planes are given in Figure 20.
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Figure 20. Theoretical rotation patterns (a) corresponding
to wo < Qumin and wy < Q_, (1) rotating the field around the
Hard axis and (2) rotating the field around the Intermedi-
ate axis; no mode is observed rotating around the Easy axis.
(b) Patterns corresponding to Q- < wg < Q4 and wy < QRuin,
(1) rotating the field around the Hard axis, (2) rotating the
field around the Easy axis and (3) rotating the field around
the Intermediate axis. (Reprinted with permission from ref
421. Copyright 1986, APS.)
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Finally, it may be noted some analogy between the
field dependence of the ferromagnetic resonance
frequency and the one of lower branchs of the
antiferromagnetic resonance, when the field is re-
spectively applied perpendicular or parallel to the
easy axis (see Figures 16 and 18a). In both cases, the
frequency goes to zero at a critical field, indicating a
phase transition. However, an important difference
exists between these two cases: the ferromagnetic
case leads to a second order phase transition, whereas
the first order character of the transition is empha-
sized by the discontinuity of the higher branch in the
antiferromagnetic case. Moreover the characteristic
field only depends on the anisotropy energy in the
ferromagnetic case (ignoring the demagnetization
field), whereas the spin-flop field also depends on the
exchange field. In other words, the phase diagram
and the coupling of the magnetization with the
applied field are not the same in the two cases.

3.1.3. Electronic Resonance in the Weak Ferromagnetic
Case

Weak ferromagnetism is found when the magne-
tizations M, and Mg are not exactly opposite vectors
even in absence of an applied field. Initially intro-
duced to explain the magnetic properties of hematite
(a-Fex0s3), the theory of weak ferromagnetism has
been initiated by Dzyaloshinskii who introduced the
phenomenological expression of the antisymmetric
exchange interaction%®

Fp,=D-M, x M, (34)

A theoretical derivation of this term was then given
by Moriya.*” The effect of this new term in the free
energy is to introduce a canting angle of the order of
D/J between the two sublattices magnetizations (J
is the antiferromagnetic exchange between the two
sublattices). In other words, a new characteristic field
Hp = DM, has to be introduced. The direction of the
vector D should be consistent with the crystal sym-
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metry but several cases are generally possible and
the discussion becomes more complex.8~410 Experi-
mentally, D is generally very small and the situation
remains close to the antiferromagnetic case. As
before, the nature of the equilibrium state should be
discussed before the determination of the resonance
frequency.

As an example, we have chosen to describe the
situation previously giving a Spin-Flop instability,
i.e., the case where the magnetic field is applied along
the Easy axis. We also choose the simple case of D
parallel to the Hard axis which ensures the net
magnetic moment to remain in the Easy—Intermedi-
ate plane for any value of the applied magnetic field.
The minimization of the total free energy gives the
angle, 1, between the staggered magnetization M' =
M, — Mg and the easy axis*!0

H
sin p = % (35)
Hgp™ — H,

where Hj is amplitude of the applied field. Hgr is the
Spin-Flop field for which ¥ jumps discontinuously
from 0 to 77/2 in the antiferromagnetic case (for Hp =
0). A phase transition with an alignment of M' along
the Intermediate axis is still observed (when sin(y)
= 1) but the spin reorientation now occurs continu-
ously, as in the ferromagnetic case. The study of the
dynamics still gives two branches (there are still two
sublattices), and for small values of D, the shape of
their field dependence is reminiscent of the one
observed for the antiferromagnetic case.*!!

Finally, it should be mentioned that another case
would be the ferrimagnetic resonance. As we will not
describe ferrimagnetic materials in the following
paragraph, we will not develop the ferrimagnetic case
in this review.

3.2. Electronic Resonance in Magnetically
Ordered Phases of Organic Conductors

The antiferromagnetic ground state remains the
most commonly magnetically ordered phase observed
in organic conductors. In the 70s, a few antiferro-
magnetic resonance studies of organic free radicals
were already published,*12-414 before this technique
was intensively applied to organic conductors. The
magnetic nature (spin density wave) of the low-
temperature phase of some Bechgaard salts was first
discovered from the comparison of the static and ESR
spin susceptibilities*!>4%* quickly followed by the
observation of antiferromagnetic resonance in
(TMTSeF);AsFg*6 and (TMTSeF),C104.417418 In this
pionner work, high frequencies were used (11, 17, or
even 35 GHz for the AsFg salt) to observe rather weak
AFMR signals due to the crystal size and of the broad
line width of the resonance signal. However, char-
acteristic rotation patterns were already obtained
which unambiguously prove the antiferromagnetic
nature of the ground state. Soon after these studies,
AFMR was studied in sulfur analogues of the Bech-
gaard salts, (TMTTF);Br,*® (TMTTF):SbFs, and
SCN.420421 AFMR appeared to be an excellent tool to
prove unambiguously the ground-state nature of
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Figure 21. Resonance field in the (b’, ¢*) plane in
(TMTTF);Br. The solid lines are computed using equations
given by Nagamiya3994%0 with values Q_/y, = 4.25 kOe and
Q./y. = 6.6 kOe. (Reprinted with permission from ref 419.
Copyright 1982, APS.)

these organic conductors and to study its char-
acteristics.*?2423 In a short period of time, many
other materials were studied by this tech-
nique.!46,160,185,192,193,200.424 A quantitative agreement
exists between the theory and the experiment. The
experimental AFMR rotation patterns can be fitted
to deduce the characteristic parameters introduced
in section 3.1 (Q_, Q4, and r), and the position of the
magnetic axes (Easy, Intermediate, and Hard axes).
Examples of these rotation patterns and their related
fits are given in Figures 21 and 22. Figure 23, taken
from a more recent study of some TMTSeF and
TMTTF salts,*? illustrates the effect of the temper-
ature on the AFMR.

The analysis of the AFMR parameters deduced
from the fits first requires the description of the
magnetic super-structure. In the TMTSeF salts, the
magnetic ordering has been described as an instabil-
ity of the Fermi surface at a given nesting wave-
vector.405426 The resulting spin-density wave has an
incommensurate wave vector and an amplitude of
about 0.1xp.#>" The influence of the nesting wave-
vector has been discussed considering that both
dipole—dipole interactions and the spin—orbit cou-
pling contribute to the anisotropy energy.*’® The
rather large ratio Q/Q_ (of the order of 2.9) and the
hard axis close to ¢* are in agreement with the
nesting wave-vector deduced from NMR experi-
ments. 4?7

As already mentioned, TMTTF salts and other
sulfur compounds can be classified into two groups,
labeled as types I and II respectively (Figure 9),
according to the amplitude of the chains dimeriza-
tion. TMTTF salts belong to the first group, where-
as other materials such as (DIMET);SbFs'92 or
(BEDT-TTF)5IC1,2% should be classified in the second
group. Samples of type II, which present a weak
electrical conductivity and strongly dimerized chains,
can be described in the strong localized limit where
each organic dimer bear a localized spin. The situa-
tion is more controversial for samples belonging to
the first group. In this case, it is generally believed
that the strong coupling limit of an S = '/; Heisenberg
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Figure 22. (top) Antiferromagnetic rotation pattern for
the (BEDT-TTF)2ICl; salt at 4.5 K, (a) rotating the sample
around an axis close to ¢* (the misorientation was esti-
mated to be about 8°) (b) around b'. The full curves give
the fits obtained using the Nagamiya theory3%9:400 with Q./
ye = 13 kOe, Q_/y, = 11 kOe, and r = 1. The polar angles
of the rotation axes relative to the magnetic frame are (a)
0 = 85.5°, ¢ = 95°; (b) 0 = 15°, ¢ = —60° (Reprinted with
permission from ref 200. Copyright 1986, IOP.) (bottom)
The antiferromagnetic rotation patterns for the (BEDT-
TTF),AuCl, salt at 4.5 K, (a) rotating the sample around
c*; (b) around b'. The full curves give the fits obtained
using the AFMR theory??%4% with Q,/y. = 13.7 kOe, Q_/y,
= 11.6 kOe, r = 1. The polar angles of the rotation axes
relative to the magnetic frame are (a) 6 = 80°, ¢ = 90°; (b)
0 = 15°, = —50° (Reprinted with permission from ref 200.
Copyright 1986, IOP.)

chain is not completely valid and the so-called IEX
(interchain exchange coupling) mechanism was evoked
to explain the stabilization of the antiferromagnetic
phase.*?® Although this description incorporates elec-
tronic correlations, it predicts the same optimum
antiferromagnetic wave-vector as the band structure
calculation analysis (the previously called best nest-
ing wave-vector). Therefore, this optimum wave-
vector is in general incommensurate with the under-
lying lattice. Experimentally, single crystals NMR
studies lead to a commensurate magnetic superstruc-
ture in (TMTTF),SCN%2 and even in (TMTTF).Br
(the less localized salt in the TMTTF series) at
ambient pressure.*3%43! The same wave-vector, with
a b* component g, = Y4, is deduced in these two
compounds. At first sight, this experimental result
seems to favor a strongly localized description of
these TMTTF salts. However, the amplitude of the
spin polarization (of the order of 0.14ug per molecule)
remains significantly smaller than 0.5up (the ex-
pected value for S = /5 spins fully localized on organic
dimers, neglecting quantum fluctuations). Moreover,
it is worth noting that, for (TMTTF);Br, the magnetic
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Figure 23. Angular dependence of the AFMR field H,cs
observed in the (b, ¢*) plane of the materials investigated.
The lines were calculated using the equations derived by
Nagamiya et al.39%400 (a) At T' = 4.2 K, the fit gives for
(TMTSF)2AsFg (dashed lines): Q_ = 11.56 GHz and Q; =
34.1 GHz and for (TMTSF);PF¢ (solid lines): Q- = 12.2
GHz and Q.+ = 36.5 GHz. (b) For (TMTTF)9Br, the data at
T = 4.2 K (closed circles) can be fitted (solid lines) to Q- =
11.8 GHz, Q+ = 19.4 GHz, and r = 0.88 and at T =10 K
(open circles) with Q_ = 8.8 GHz, Q4 = 14.7 GHz, and r =
0.44 (dashed line). (Reprinted with permission from ref 425.

Copyright 2000, APS.)

wave-vector becomes incommensurate under a mod-
erate pressure. Nevertheless, this value stays very
close to the previous commensurate one, and the
amplitude of the spin density wave is still close to
0.14up per molecule.*3? This last result emphasizes
that the ambient pressure ground state of TMTTF
salts is closer to the delocalized limit than the strong
coupling one. In coherence with these arguments,
AFMR parameters in the TMTTF series have been
analyzed using the same theoretical description as
for the TMTSeF salts.!454% The essential difference
is that the spin—orbit coupling is negligible compared
to dipolar interactions in sulfur compounds. The
anisotropy energy is therefore solely determined by
dipolar terms. For similar values of the antiferro-
magnetic wave-vector, the loss of the spin—orbit term
in the anisotropy energy leads to different antifer-
romagnetic parameters. Smaller value of the ratio
Q./Q_ (of ca. 1.7) and an orientation of the Hard axis
close the stacking axis a are predicted. Both results
are observed experimentally for TMTTF salts but
also for other sulfur compounds presenting weakly
dimerized chains,*22423

In the case of type II salts, the strong localization
implies that the magnetic superstructure can be
deduced from the minimization of the exchange
energy, starting from one spin localized on each
dimer.’? In that case, the position of the magnetic
axes is mainly influenced by the sign of the exchange
interaction between side-by-side dimers (see Figure
9c). This interaction is ferromagnetic for (DIMET)s-
SbFs'92 and (BEDT-TTF);ICl, (or AuCls)2%° and the
Hard axis is close to the stacking axis. The situation
is different in the DMCTTF (dimethyl-tetramethyl-
ene-tetrathiafulvalene) series*?419% where the side-
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Figure 24. AFMR rotation patterns for a-(DMCTTF);Cl0,4. The orientations of the rotation axes are given in inset (the
shape of the crystal is schematic). The continuous curves give the fits with the Nagamiya theory39%4% The same characteristic
frequencies are obtained for both layers, but with different orientations of the magnetic axes. (Reprinted with permission

from ref 193. Copyright 1989, IOP.)

by {a)
e'./@_y' "\
o

He (K1)
w o

rs
T
o
o
o
)

-20 0 0 1 0 o lteg) s

¢ (deg)
Figure 25. AFMR rotation patterns for S-(DMCTTF);ClO,.
The orientations of the rotation axes are given in inset (the
shape of the crystal is schematic). The continuous curves
give the fits with the Nagamiya theory.3994%0 Different
characteristic frequencies and magnetic axes are found for

the two layers. (Reprinted with permission from ref 193.
Copyright 1989 IOP.)

by-side interaction between dimers is expected to be
antiferromagnetic and where the Hard axis is almost
perpendicular to the molecular planes. In both cases,
there is a very good agreement between the experi-
ment and the eigendirections deduced from the
diagonalization of the dipolar energy.

AFMR can also be useful in more complex systems.
As mentioned in section 2, some compounds present
several orientations of the radical ions in their crystal
structure. This is the case of some DMCTTF salts
where two different types of organic layers are
present.!9%19% Figures 24 and 25 give the AFMR
rotation patterns in simple crystallographic planes
for each phase of the ClO, salt. It is easy to realize
that each type of layer gives its own rotation pattern.
In the o phase (monoclinic phase), the different
organic layers are symmetry-related through a 2-fold
screw axis parallel to the monoclinic axis. Thus, the
AFMR parameters Q4+, Q_, and r are the same for
the two layers and the orientation of the magnetic
axes are also symmetry-related. On the other hand,
the two types of layers are independent in the

triclinic structure of the  phase and two series of
independent AFMR parameters are found.

With the discovery of magnetic ground states in
some BEDT-TTF salts and the evidence for weak
ferromagnetism in x-(BEDT-TTF)sCu[N(CN),| C1,433:434
several ESR studies were performed to probe this
ground state.?9435436 Fitting of the experimental
rotation patterns has been attempted in frame of the
AFMR theory.*37-439 Moreover, low field modulated
microwave absorption has been observed around the
transition temperature on polycrystalline sample.*4°
This nonresonant absorption which is commonly
found in superconductors (see section 4) has also
detected in the weak ferromagnetic phase of a ver-
dazyl radical and attributed to the motion of ferro-
magnetic domain walls.4!

Recent resonance studies have been reported
on o-(BEDT-TTF)2MHg(XCN), salts,*4243  fg'-
(BEDT-TTF);SF;CF2S03,2°2 and on 3'-(BEDT-TTF),-
ICl; which has been revisited.*** The antiferromag-
netic ground state has also been studied by ESR
technique in molecular perovskites,*5446 and (DI-
DCNQI);Ag.322:325-327 Finally, it is worth noting that
antiferromagnetic resonance has been described in
molecular systems where the spin cannot be consid-
ered as purely organic. This is the case for (DCNQI)s-
Cu salts**” or when the counterion of a TTF deriva-
tive radical is magnetic like [FeCly]~ or [FeBr,] 448450
Materials prepared with organometallic systems also
enter into this category.*17453 In this latter case also,
the antiferromagnetic theory has been successfully
used to fit the experimental rotation patterns.

3.3. Electronic Resonance in Magnetically
Ordered Phases of Fullerene Salts.

As it was mentioned in section 2.7, several kinds
of magnetic ordering were found with Cgy salts. The
first remarkable compound is (TDAE)Cg, which pre-
sents a ferromagnetic ground state at low tempera-
ture. Most of the papers related to this compound
deal with the change of the ESR line characteristics
at the phase transition: shift of the resonance field,
increase of the line width and intensity.34473% Low-
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Figure 26. (TDAE)Cgy: Observed ferromagnetic reso-
nance frequency versus resonance field relations for (a) a
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frequency data (45 MHz) were compared to X-band
results to establish the existence of an internal field
below the transition temperature*** and low field
absorption was also observed.*®® Finally, a more
complete study at low frequency (30 MHz — 1.2 GHz)
definitively established the ferromagnetic order as a
single resonance branch has been observed.*? These
results were fitted including an anisotropy and a
demagnetization field. They are reproduced in Figure
26. This analysis was confirmed by high field ESR,
where the ESR line becomes structured, suggesting
the occurrence of standing waves in the crystals. 47458

The occurrence of an antiferromagnetic ground
state has also been suggested for several Cgp salts
(see paragraph 2.7). These materials have been
studied by ESR. Unfortunately, only powder data are
presently available, and the conclusions of some these
studies remain controversial. In ammoniated alkali
fulleride salts, the general trend in the community
is to accept the existence of a long-range antiferro-
magnetic order. 377378459 Nevertheless, NMR results
do not show an enhancement in the spin—lattice
relaxation rate, 717!, as expected for an antiferro-
magnetic ordering.?”® The situation is even more
controversial in NayACgo salts.379381 Evidence for
“spatial disorder and inhomogeneity effects” was
noted.?” Some authors concluded by that no long-
range magnetically ordered state was in fact devel-
oped.?®® Finally, an antiferromagnetic ground state
was reported for RbCg and CsCg.?9%40 In these
cases, magnetic fluctuations have been seen by
NMR,*6! although this technique has also revealed a
strong heterogeneity of the samples.*62463 The ESR
data can also be analyzed in a different way.392-464
Bennati et al. reports different scenarios including
spin glass or spin clusters. From the antiferromag-
netic analysis, a Spin-Flop field of a few kQe*64460
was deduced in contradiction with static susceptibil-
ity data.465466 A multifrequency study was often made
to probe the magnetic character of the low-temper-
ature phase and a 1/H, dependence of the line width
was taken as a proof for a long-range magnetic
ordering.*%9460 However, short range order*® or a
spin-glass behavior*%* is also consistent with this
result. In any case, it seems that disorder plays an
important role in the Cg salts and could explain for
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example the spread of the estimated transition tem-
peratures.*$” Characteristic AFMR rotation patterns
on single crystals are still missing to definitively
establish the nature of the magnetic ground state.

4. Electron Spin Resonance in the
Superconducting Phase

4.1. Basic Ideas

Observing the ESR signal of conduction electron
in a superconducting phase is not an easy task. It is
considered as very difficult in type I superconduc-
tors,*6® whereas it becomes more accessible in super-
conductors of type I1.46%470 Indeed in type I super-
conductors, the magnetic field is expulsed from the
bulk except in a thin layer of the surface. For type II
superconductors, a better field penetration and there-
fore a stronger intensity of the ESR signal are
expected in the vortex state or for thin films. In this
case, there are several possible mecanisms to explain
the spin relaxation, one of them being the interaction
with nonmagnetic impurities.*’”® When this latter
process is dominant, the theory predicts a decrease
of the spin relaxation rate and therefore a decrease
of the ESR line width. Moreover, the ESR intensity
at T = 0 K is then proportional to H/H s (H, is the
upper critical field).3’* On the other hand, scattering
by magnetic impurities would lead to an increase of
the line width just below T..46° In practice, there are
very few and rather controversial experimental re-
sults. In most superconductors, the spin-relaxation
is very fast and the ESR line is too broad to be
observed. Moreover, the so-called “vortex noice” may
prevent the observation of the resonance with a
conventional 9.3 Ghz spectrometer.?™ A few experi-
mental results concerning molecular systems are
described in paragraph 4.2.

Another characteristic of the superconducting state
is the existence of a nonresonant low-field microwave
absorption which has been studied in details in
superconducting copper oxides.*”1472 This absorption
can be called depending of the authors: low field
signal (LFS), magnetically modulated microwave
absorption (MMMA), or microwave magneto-absorp-

H©)

Figure 27. Absorption signal from LajgsSrg15CuQ4 for
different modulation amplitudes (7' = 15 K). (a) Modulation
amplitude, Ay = 0.01 Oe and receiver gain, Gg = 2500. (b)
Ay = 0.1 Oe and Ggr = 250. (¢) Ay = 1 Oe and G = 25.
Microwave power for all spectra is 20 dB (Reprinted with
permission from ref 474. Copyright 1997, APS.)
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Figure 28. (left) CESR line width vs reduced temperature of K3Cgp at various magnetic fields in the superconducting
state. The sharp decrease of the relaxation rate below T is field independent. Below 0.7 T the broadening is inhomogeneous.
The solid line is the theoretical prediction of Yafet for scattering of normal excitations on nonmagnetic impurities. (right)
Variation of the g factor below T¢ of several powder and crystal KsCgy samples measured at 225 Ghz. (Reprinted with

permission from ref 374. Copyright 2000, APS.)

tion (MMA). It can be observed with a conventional
ESR spectrometer through a standard field scan at
a given temperature or with a temperature scan at
a given static magnetic field. Both methods are very
sensitive. The percolation of the superconducting
phase in the bulk material is not necessary and small
volume fractions of the superconducting phase (as
low as 0.01%) can be detected. Therefore, this tech-
nique is a very powerful tool to characterize new
superconducting phases and their transition temper-
ature. Low field absorption is also found in other
systems such as conducting polymers or weak ferro-
magnetism (see paragraphs 3.2 and 3.3). This ab-
sorption is usually assigned to superconductivity
when some hysteresis and a dependence on the
microwave field amplitude are found.*”? Figure 27
illustrates these two characteristics in the case of a
high T. oxide. Other experimental details, like a
previous exposure to a magnetic field also affect the
obtained low field absorption.473-474

Several mechanisms have been proposed to explain
this microwave absorption which appears to be a
complex process. One approach is based on the
dissipation of the microwave power due to viscous
fluxon motion.*”! Alternative models rely on resistiv-
ity losses*”® or on a nonequilibrium contribution of
the ac susceptibility.4"¢

Low field microwave absorption of superconducting
single crystals has also been studied. In some cases,
series of lines uniformly spaced in field are found.*”
They were explained considering the mixing of flux
states stabilized by the microwave field.*””

4.2. ESR in the Superconducting State of
Molecular Conductors

As mentioned in paragraph 4.1, the observation of
conduction electron spin resonance (CESR) in the
superconducting state has been reported in only a
few examples. Some of them concern organic or
fullerene salts. Delrieu et al. observed CESR in the
superconducting state of (TMTSeF);ClO;s with a
homemade low-frequency spectrometer’® and found

LFS intensity (arb unit)

-80 0 80 240 400 560 H(G)

Figure 29. Angle dependence of hysteretic low field
absorption spectra in k-(BEDT-TTF):Cu(NCS), for Hyw ||
c axis: minimal low field absorption at H O be, maximal
low field absorption at H Il be, (zero-field cooling, Pyw =
1.98 mW, H,,q = 0.5 Oe, Receiver gain = 50, T =5 K, 6 is
the angle between the applied field and the conducting be
planes). (Reprinted with permission from ref 483. Copyright
1991, Elsevier.)

a progressive broadening of the line. CESR has also
been reported by Nemes et al. in the superconductor
K5Cgo at several frequencies (9—225 GHz; Figure
28).37 Concerning the line width, the theoretical
prediction of Yafet is followed until an unexpected
broadening is found below 0.7 T.. At the same time,
the decrease of the apparent g factor when cooling is
attributed to the reduction of the local field due to
screening effects.

The nonresonant low field absorption is more
documented, either for organic and Cg salts. As far
as organic superconductors are concerned, low field
nonresonant microwave absorption was used to char-
acterize the superconducting phase,246:247:479.480 taking
profit of the sensitivity of the method to also probe
thin films.*8! For x-(BEDT-TTF);Cu(NCS),, the ex-
periment was made on single crystals.*4%482 The angle
dependence of the hysteretic absorption was shown
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Figure 30. Low field microwave absorption as a function
of the external magnetic field Hy for x-(BEDT-TTF);Cu-
(NCS)y. Temperature is 1.8 K, modulation amplitude 10
Oe and Pyw = 0.008 mW. Adapted from ref 482.

(see Figure 29),%8 whereas a pattern of resolved
periodic lines was found for very good quality crys-
tals, as shown in Figure 30.440:482

Low field microwave absorption was also used to
characterize superconductivity in Cgo salts, essen-
tially on powder samples.*®4 492 The kinetics of for-
mation of a superconducting phase,360,361,493-496 the
air stability of K3Cgo*®” or the isotopic effect in M,Ceg
salts*?® was also studied by this technique. Because
of its sensibility, thin films or Langmuir Blodgett
multilayers were also characterized.**?5% Figure 31
shows a typical result found for AsCgo salts.*362 The
onset of the low field microwave absorption at the
superconducting phase transition (at 18 and 38 K for
the K and Rb salts, respectively) together with
hysteresis effects are clear.

Finally, it should be noted that an organic radical
(giving by itself a narrow ESR signal) can be placed
at the surface of a superconducting material, to probe
this material. This technique was applied to ceramics
of high-T. superconductors®! absorbing DPPH (di-
phenyl-picrylhydrazil) at the surface of the sample.
A dramatic increase of the DPPH line width is
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observed at the superconducting phase transition of
the ceramic, which was interpreted as an inhomoge-
neous broadening. In that case, the temperature
dependence of the DPPH line width can be fitted to
give the penetration depth in the superconducting
material. The same technique was recently applied
fixing a microprobe of BDPA (bisdiphenylene-£-
phenylallyl) at the surface of a single crystal of
k-(BEDT-TTF);Cu(NCS),.5°2 Inhomogeneous broad-
ening was also observed which depends on the field
excursion.

5. Concluding Remarks

During the last 30 years, the research on molecular
conductors led to many important discoveries and to
a very large number of publications. In this review,
selected results have been chosen to illustrate the
relevance of the ESR technique in this field. Molec-
ular conductors display a wide variety of electronic
ground states including paramagnetic, ferromagnetic,
antiferromagnetic, Spin-Peierls, Peierls and super-
conducting ground states. In all of these cases,
electron spin resonance detected in these different
phases, was a major probe. Even the most common
commercial version, operating in X-band (9.3 GHz),
gives detailed information on very small samples
such as single crystals. As seen in this review,
molecular conductors can often be considered as
model systems for ESR. This is true in the paramag-
netic phase where narrow lines are usually observed
but also when a magnetic ordering is present. Fer-
romagnetic or antiferromagnetic resonance give a
very detailed picture in these systems, including very
distinctive rotation patterns which cannot be ob-
tained so easily in inorganic materials.
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Figure 31. (left) low field microwave absorption response versus temperature for K3Cgo showing forward and backward
magnetic field sweeps as shown by the arrows. Experimental conditions are 2 mW microwave power and 5 Oe modulation
amplitude. (right) low field microwave absorption response versus temperature for Rb3Cgy showing forward and backward
magnetic field sweeps as shown by the arrows. Experimental conditions are 2 mW microwave power and 10 Oe modulation
amplitude. (Reprinted with permission from ref 486a. Copyright 1992, ACS.)
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Moreover, thanks to technical developments, it
becomes now easier to operate at different frequen-
cies even at low temperature. In this review, we have
reported several experimental results at either lower
or higher frequencies than 9.3 GHz. For the narrow-
est lines, the pulse technique can also be applied
which gives more information on the spin relaxation.
Finally, experiments under pressure have also be-
come available. With all these improvements, ESR
is now a very competitive method, which comes in
addition to other magnetic measurements and even
brings exclusive information through the resonance
field and the line width.
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